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Abstract

In Analogue to Digital ConverterADCs) jittered sampling raises the noise floor;
this leads to a decrease in 8gnal to Noise ratigSNR) and iteffective number of

bits (ENOB). This research studies a technique thatpemsate for the effects of
sampling with a jittered clock. A thorough undenstimg of sampling in various data

converters is complied.

A novel design technique based on linear approxanas proposed to counter the
effects of clock jitter in ADCs. The system consisf a circuit that performs linear

approximation of the incoming signal to an ADC iate a possibly jittered clock is

ticked to estimate the correct value of the sanpiece jitter is essentially caused by
phase noise, the jitter is itself estimated usidtase demodulation. To avoid
introduction of even more noise sources passive difidrential approaches have
been selected.

Simulation results showed that the linear approkimnatechnique used to estimate
signal value at sampling instant does not causafmignt distortions to the sample
when compared to the error induced by jitter. Whitis approach, a 1.2 GHz sinusoid
is sampled at a rate of 2.5GHz with various jiteaels. An improvement in the SNR

of 8.09 dB was achieved. This corresponds to lit34obresolution gain in ENOB.

Vi
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1. Introduction

Today’s digital processing reliability has pressueyolution of data converters to
extreme performances. In this line, much interess$ @xpressed to bring the antenna
closer to the processor in ‘future proof Softwdadios (SWR). Even from this
simplistic description, we can readily deduce angént requirement on the data
converter within the design. For example, to mamtature proofness’ and to keep-
up with GSM and IMT-2000 standards, 14 bits resoiufl] and sampling above
Nyquist rate is required. A sampling frequency & @mes the Nyquist rate is a good
engineering practice in this case. While samplipgesls of Analog to Digital
Converters(ADCs) met the demand, general decline in resmiuis observed in

commercially available ADCs as sampling speed eses.

Recently, Walden [2] noted a fall of ~1bit for eyetoubling of the sampling speed.
The fall off in resolution is attributed to limitahs associated to different noise
sources and distortions that worsen on increasesaofpling rate and/or input
frequency. As shown in more detail in the sectich3, jitter in the sampling instant
is the major limitation concern for the GHz to teos GHz region. A reported

technique to reduce jitter is to bandpass filteritttcoming clock signal. However, the

spectrum of a jittered clock shows % decline with frequency offset. This means

that even high order filtering will only trim dowthe jitter to a limited extent, since
most of the energy of the jitter noise is concearttavery close to the oscillation

frequency.

The main source of jitter in oscillators is devitieker noise. Active devices exhibit
flicker noise as a result of crystal imperfectidratt traps and releases charges in a
random fashion. In an oscillator loop this is catee into amplitude and phase noise
or a combination of both, depending on his occuredn the oscillator cycle Hajimiri
[1999]. Amplitude noise is easily removed from tcillator loop by a limiter or
inherently clamped by factors including limited piyp rails voltage. Phase

fluctuation, on the other hand persists indefigitel



In this study it is important to differentiate betn clock skew and clock jitter. Clock
skew is a deterministic drift of a clock signal tthe fixed or oscillatory in nature.
Such phenomenon causes a decrease i8fghaous Free Dynamic Ran¢8FDR) of
an ADC. Clock jitter, on the other hand, is randomature and results in a rise in the
noise floor of the signal spectrum and consequetégreases th8ignal to Noise
ratio (SNR).

Because of its complexity, jitter correction haseiged little attention. Existing jitter
correction is in part achieved by efforts to improthe crystal structure of the die

during fabrication, thereby reducing the sourcettr.

In multi channel converters, cyclic clock skew iegent as a result of clock path
mismatch. Compensation was reported to have beed tts correct this form of

timing error. However such technique has not beemd in literature for correcting

jitter lroaga [2005].

1.1 Research Aims

The goal of this study is to design and simulat®eel compensation technique based
on linear approximation to correct the adversecefté sampling clock jitter, using
commercially available SPICE-like software. The esyment will be set-up to
investigate the resulting improvement in differemtrics of ADC performance, eg
SNR,SFDR

1.2 Thesis Organisation

Chapter 2 introduces a review of ADC architectured historical trends. Sources of
jitter and its effects are also presented alony aitempts to tackle the degradation of
SNR associated to jittered sampling. Chapter 3 Idpgethe theory behind the
proposed architecture and expected results. Chaptedescribes the CMOS
implementation of the building blocks of the schen@hapter 5 describes the
interconnections of the building blocks, the tesvimnment and setup. Chapter 6

Concludes the thesis and discusses future work.



Chapter 2
2 Background Review of ADC

This chapter presents the various figure of massociated with ADCs. A historical
review of ADCs and trends are illustrated. Jitterise and it sources are also

introduced.

2.1 Figure of merits

A set of terms is commonly used in literature t@ampitatively describe and compare
performances of ADCs and DACs. Performance indisatan be determine quasi-
statically or dynamically [2]. Quasi-static errooscur on slowly varying signals.
Dynamic errors are additional errors that occurfaster time varying signals. The
offset error, gain error and non linearity measwets that include differential
nonlinearity (DNL) and integral nonlinearity (INLgre quasi-static, while dynamic
measurement includes signal to noise ratio (SNR)rigus free dynamic range
(SFDR) and two-tone intermodulation distortion. Rymic analysis is performed in
frequency domain in the form of a Fast Fourier $farm (FFT) on a sequence of

output samples of the ADC under test.

2.1.1 Offset and Gain Errors

Ideally the transfer characteristic of an ADC isteight line. However, this would
signify the requirement for an infinite number afagtisation levels. Accordingly in
practice the transfer characteristic is implemerdsda stair case. With each stride
representing a quantisation level and its mid pairdssing a straight line. The
deviation of this line from the ideal one represetite offset of the comparator as
shown in figure 2.1. This error affects all poibig the same amount and is usually
compensated by trimming. It is interesting to nibtat the offset error also causes a

Zero efrror.

A gain error is represented by a difference in slop the actual and ideal transfer
functions. Gain error is calculated after offsetmpensation and can be

mathematically scribed as:



Eqan = [Vl...l_ Vo...mj _(2"-2) 2.1)

Lse Viss

Similar to offset error, gain error affects all pi3 by same percentage and can

therefore be compensated through trimming.

Digital Cutput

Code . )
Ideal Straight Line
4 g Offset

0..101 4
0..100
0..011+
0..010—

0...001

> Analog Input
Value

0...000

Figure 2.1: Offset error in an ADC

2.1.2 Nonlinearity Errors

Each step width for an ADC (or step height for a@An its transfer characteristic is
ideally 1 LSB. The DNL is the difference of the w@ait step width and 1 LSB. Ideal
converters have a DNL of 0, while a maximum DNLQ5 represents step width
varying between 0.5 LSB and 1.5 LSB [3]. A maximDidL of less than £1 LSB is a
sufficient condition for monotonicity of a data ac@mter. A monotonic ADC will
output increasing digital codes for increasing agaé input and vice-versa for DAC.
This can be seen in figure 2.2. Non-monotonic caeve, when implemented in a
closed loop system, can result in unpredictableesysfailure by inverting the

intended feedback sign.



While sweeping the input voltage of an ADC througtt its range, all digital output
codes are expected to appear one after the otheractice however, this is not
always the case. Figure 2.2 shows the transferactaistics of an ADC that has a
DNL of -1LSB at code transition 101 to 110; theuless that 110 will never appear at
the output. Such an ADC is said to hamessing codesDAC does not suffer from
missing codes. For each digital code at the inputorresponding analogue value is

expected.

Digital g
output
111

MISSING CODE

110 - -rmemmemm e e e e

1

101

1

100 —+

T T
I ]
[ ]
] ]
I i
[

011 — s L «—— NONMONOTOMIC

010 =~ w———

001

ANALOG INPUT

Figure 2.2: Non-monotonic ADC with missing code

INL is the integral of DNL errors and assess howcimthe transfer characteristics
deviates from a straight line. The straight linemally used is a best fit or one
through the endpoints. A maximum INL of less thaiL&B is another sufficient

condition for monotonicity. The INL also gives amdication on the accuracy of the
converter. For instance, a 15-bits ADC with a maximINL of 4LSB gives an

accuracy of% =%which is equivalent to an accuracy of 13 bits hgwio missing
codes.

Neither DNL nor INL errors can be easily compenddte.



2.1.3 Effective Number of Bits

The degradation of accuracy, with respect to tledt number of bits, calls for
another figure of merit that assesses the actualiracy of the converter. The
Effective Number of Bits (ENOB) expresses the aacurto the overall noise and
distortions. An ENOB oh-bit corresponds to the noise and distortion ofdsal n-

bits ADC [4]. An ideal ADC in this definition is @enwhich suffers from quantisation

noise only.

To gauge the overall performance in terms of sargpliate, ENOB and power

dissipation all together, two widely used figurésmerit F and P are used.

P=2%1 2.2)
B
F= 2P fs (2.3)

Here, B is the ENOB(, is the sampling frequency, angdsFis the power dissipation.

While P evaluates the combined performance of uéisol and speed, F evaluates the

power efficiency with respect to the resolution apéed.

2.1.4 Noise and distortion indicator s

To analyse the dynamic performance of an ADC a pumasoid is applied to its input
and a FFT of the output is observed. Such a typigtdut is shown in figure 2.3. The
peak at 10 KHz represents the applied signal; thkkrospectral lines represent noise
and artefacts of the conversion. These include tgsion and thermal noise,

comparator ambiguity and jitter in the arrival bétsampling clock.
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Figure 2.3: FFT of an output sequence of an ADC.

The Signal to Noise Ratio (SNR) is the ratio of thignal power to the noise.
However, the definition of the noise in this caltidn differs from manufacturer to
manufacturer [3]. The most common definition isrtclude all noise and exclude the
harmonics [4, 5]. Harmonics are typically considet® to the 18 occurrence. The
total spectral contribution of each harmonics rsned the Total Harmonic Distortion
(THD). THD is calculated as the rms value of thenl@nic components of the output
signal, excluding the fundamental, and expresseal @arcentage of the rms value of
the fundamental. Dynamic nonlinearities cause TDntrease on increasing input
frequency. Thus, change of THD versus frequencyegyia good assessment of
dynamic nonlinearities. SNR and THD; combined githe Signal to Noise and
Distortion Ratio (SINAD or SNDR).

Still applying a pure sinusoid, the Spurious Fregm&mic Range (SFDR) is the ratio
of the signal amplitude to the strongest non sigeahponent within the spectrum of
interest. SFDR, like THD and SNR, is typically espsed in dB. Large spur that can
be seen on a FFT might not necessarily affect S}Rnbch, but will significantly
reduce SFDR. Spurs prevent ADC from processing Issigiials, because it will be
buried in much larger distortion. This has advefects on the input dynamic range.
Characterisation of ADCs typically involves a ptidt SNR and SFDR versus input
frequency.



In most applications, an ADC is expected to faillgfcconvert any signal having
spectral components below the Nyquist frequerfgy?2. But many ADCs suffer from
severe SNR degradation well below that rate. FHsrrekason, the Effective Resolution
Bandwidth (ERBW) is normally used in the place bé tsampling frequency in
equations (2.2 and 2.3). ERBW is defined as thguiacy f_.;, at which the SNR

falls by 3 dB with respect to the low frequencyueal

2.2 ADC Architectures
2.2.1 Flash (Parallél) Converters

Perhaps the most straight forward approach to eraat N-bits ADC is to have
individual references for each of t2 output codes. The input signal is fed28-1
comparators that have individual references obtafnem a resistor string as shown
in figure 2.4. While the parallel architecture maKkash converters one of the fastest,
its exponential2® complexity relationship to the resolution rendérsne of the less
accurate. Each comparator having a reference whismaller than the input voltage
outputs logic ‘1’, whilst the others outputs logi@. This in effect produces a
thermometer code. A decoder, usually implemented R®OM, is used to convert the

thermometer code to binary.
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Figure 2.4: Simplified Flash ADC Architecture [6].

Flash converters suffer from bubble errors (alstledasparkle codes). A valid
thermometer code consists of a series of all ‘@ ath ‘1", like 00001111. An out of
place ‘0’ or ‘1’ is called a bubble and is the résii comparator ambiguity, imperfect
input settling time, or comparator timing mismaféh Most modern flash converters

use encoding techniques that minimises the effdatiioble errors.

Due to transistor mismatch, the comparators dosetite at the same instant. This
adversely affects the overall performance of theCAD the input signal is changing
before all comparators are settled. The most sefilmpact is a drop-off in the SFDR
as the input frequency increases. A track and (i) circuit is added to the input
line to assess this setback. Non negligible inputents to the comparators cause
errors in the voltages of the nodes of the resistiong. This is often called resistor

bowing and severely increases the INL. Howevedthaation is greatest at the centre



node of the resistor string and it is usually sdliag adding extra circuitry to force the

centre node to the correct voltage.

Component mismatch that is a consequence of ndoronidoping of the different
transistors during manufacture causes in grosbrasibon, DNL errors and even non-
monotonicity. This can be corrected to some degsee@sing larger transistors, but
this is area greedy and increases input paragpaatance. Attaining monotonicity
while maintaining high resolution dictates thatsets need to be tightly controlled or
compensated for. To reliably achieve monotonicégessitates that [7]

1

0. =—LSB (2.4)

offset —

Where o

offset

is the standard deviation of random comparatebsf

Achieving good linearity (i.e., DNL < 0.5) place®ra stringent requirements:

1

0. =-LSB (2.5)

offset —

Efficient techniques to alleviate those requirersemiclude offset storage and
resistive averaging. Comparators usually consisao€MOS latch preceded by
differential preamplifier. From figure 2.5 it folles that any mismatch in the 2
transistors will cause an offset in the amplifiaddhis error will be translated to the
latch. Choi and Abidi [8] presented a spatial filig technique consisting of a resistor

network for offset averaging.

Figure 2.5: Differential Amplifier
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Averaging resistors connects the adjacent outpdési@and translational symmetry of
the filter is maintained by a circular arrangemastshown in figure 2.6. In such
arrangement, in order to maintain an undistortepluise response at the boundaries
of the full scale dummy preamplifiers are added emehpare the input voltages with

references beyond the actual full scale [8].

Spatial Filtering Network: impulse response hin)

Full Scafe Input Range

Algdnip Ly(Vg)
Wo = 5—*v,&n

0 Lt .I.l ] E _E’_j‘flﬂ
preamplifier array i £ l “ :
Stimull: signal, Alg{n), and noise, Al {n). n

Figure 2.6: Preamplifier array with resistive aveiag network [8].

Offset storage is another technique used to tackl@ponent mismatch and the
resulting comparator offset problem. This schemesists of a switched-capacitor
circuit that would store the offset during trackiplgase and compensate for the stored
offset during the conversion phase. Offset stomgssists as two topologies, namely
Input Offset StoragdOS) andOutput Offset StoragéDOS). Each of these consists
of a preamplifier, offset storage capacitors arldteh. IOS involve closing a unity
gain loop around the preamplifier and storing tffeat on input coupling capacitors.
With OOS, the inputs of the preamplifier are shobrémd the offset at the output are
stored on coupling capacitors. Figure 2.7(a) andl(strate these two approaches.
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Figure 2.7: Comparator offset cancellation techrequ(a) input offset storage and
(b) output offset storage

2.2.2 Pipeline A/D converters

Perhaps at the expense of being slightly sloweistrobthe disadvantages of flash

converters are tackled by the pipeline topologyecHirally they require less area,

dissipate less power, have less input capacitamzkihe offset requirements are less
stringent that with flash counterparts. This magieline architecture currently most

popular approach for medium-accuracy high-speed ADC

S&H

I

I

I

L

L. 4 bilz ___,j

'|I|'- — —_— :
Wl 5aH [ Staged ™ Stage 2 | Stage s | Stage ¢ —bé'hHElSh
[ = |- -
i L 4 ’I:S - 4

| Digital Correction logic |

’I;ﬂ

Figure 2.8: Pipeline ADC architecture.

Pipeline converters consist of several consecutiages, each containing a SHA, low
resolution ADC and DAC and a summer with a fixechgamplifier. The principle of

12



operation relies on the first stage to make a ebaosiversion, and pass the residual
quantization error to the next stage for a rel&i¥mer conversion and in turn pass
the residue to the next section. The fixed gain ld@®preduces the requirements of
the next stage [9]. It also simplifies implemerdatby standardising the stages. The
last stage is freed from the need to calculateréisédual quantisation error which

results in a basic flash implementation.

The overall resolution is less that the total imgdiinal contribution from each stage, as
X(t) shown in figure 2.8. This should be met for catireg overlapping errors [10].
Considering the case of an 8-bit ADC implemente® stageswith the first one 4-bit

accurate, the following holds for an ideal 8-bit 8D

T 1 1
Vref .z Dn'2 = Vin + Vq ’ _EVLSB < Vq < EVLSE (26)
n=0

where D, is the M digital output starting with 0 for LSB. Howeverrfa non ideal
case with an absolute accuracy of 0.5LSB, the dgetign errory, would be of the
range -V, g <V, <V, Keeping the same scale, we have & o, <V, <8V ¢ an
ideal 4-bit ADC. Thus for a real ADG/, is now bonded within 32LSB, and requires

a 5-bit resolution for the last stage [11].

The chain architecture of the pipeline converter kesa straightforward
implementation too slow in a high resolution AD@cg the last bit would have to
wait for the quantisation error to ripple throughck of the stages of the entire
converter. To increase throughput in this case, ongmlements in the form of digital
delays and shift registers are added to the desigthat once the first stage has
settled, it does not sit idle while the remanning heing found, instead it starts

working on the next sample.

1. Pipeline ADC are also called sub-ranging ADC tiedspecial case having only 2 stages is also krasv] 3

half-flash or two step flash.



2.2.3 Successive Approximation Register

Successive Approximation Register (SAR) is a cheapé yet more efficient mid-
range implementation for speed and resolution. $I88s a recursive trial and error
algorithm to test each bit value. A typical diagraashown in figure 2.9. The use of
only one comparator and its algorithmic naturevedldow power implementations
with mean of 10 mW/channel. This is reflected by excteptional F -figure of
5.5x10? achieved in 2006 [12]. SAR sample rates are irhgrsroportional to speed
because the conversion requires one clock cycledolve each bit of resolution of
the output. Commercially available SAR has statechlver of bits (N) in the range of
7 to 22 and a sample rate of 10 kSps to 6.7MSps.

» Serial
Analog _ I\ Out
Input SH R SA Clock
Eesistor
I Comparator 8 bifs Parallel
f Out

- DAC [ V..
Vs .,

Figure 2.9: Successive Approximation Register togypl

SAR algorithm involves testing logic ‘1’ in the MSBsition with all other bits ‘0’
and compares its value with the input with the heflm DAC and Comparator. The
resulting signal is used to decide whether to kd#ed ‘1’ in the MSB before
proceeding to the next bit. The DAC and the contparngepresent the most critical
components in this architecture. The linearityref DAC often determines the overall
linearity of the ADC. A common, accurate and eéiti implementation of the DAC
in a SAR is the switched capacitor method [13].uFég2.10 depicts the basic
architecture of a 16-bit weighted capacitive DAGlementation. This type of DAC
has inherent sample and hold capability and freeslesigner for the need of adding
a SHA. The DAC consists of an array of N+1 capasifor an N-bit resolution. The
DAC operates successively in 3 modes. In the $iresp, which is the sampling mode,
the inputs of the comparator as well as the commlates of the capacitors are

shorted to the ground while the other capacitoteglaare charged toV After
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acquisition the common plates are disconnected thenground and instead the other
terminals of the capacitors are grounded, effelstidaving the common terminal to -
Vin. Next, The MSB capacitor is connected t@:.VThis raises the common terminal
to -Vin + ¥ Ve If the common terminal voltage remains negatie, comparator
output will be a logic ‘1’ which is used to kee@tMSB capacitor clamped toe¥ In
case the common node voltage was positive the tap#&creconnected toY Same

is repeated to the rest of the capacitances umilliSB capacitor is reached. The

dummy capacitor is required for accurate divisigrRlwith each capacitor selected.

EummunTern‘inaI

r 4 »
msa L58 numr.w

276IC [16304C T C C
il T G - & I ;

ANALOS IN (Y] _l_ n_l

VREr f
GROUND * [E’ - -

Figure 2.10: 16-bit weighted capacitor DAC

2.2.4 Folding-Interpolating

The 2' comparators in flash topology causes high inppaciance and requires large
area. Folding architecture is an attempt to solkis tshortcoming with least
compromise on sampling speed. The topology consisigparallel implementation of
folding amplifiers that feeds an interpolation rsgyiof resistors that will in turn trigger
latches as shown in figure 2.11 [14]. The basicfiom of the folding amplifiers is to
convert a linearly increasing (or decreasing) infighal into a clipped sinusoid-like
signal. The number of transitions for a single iiogdamplifier while \{, sweeps FSR
is referred to as thielding rate
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Figure 2. 11: Folding-interpolating ADC.

A folding amplifier having a certain folding ratequires an equal number of voltage
references usually obtained from a preceding w@sistring. The folding rate
determines the number of bits required for the M&mverter given the overall

resolution desired [15]. The coarse quantizer emegkample shown is 2 bits wide and
thus divide the FSR in to 4 parts; cap be in the range@—%,%—}/z,)/z—%,

and %—1 wrt the reference. The comparator output prodtivesnometer codes for

each of the MSB segments. The thermometer codevisrged in the segments

-3 3 - A/ri
% A and%1 1. For example, as Yrises from 0 to%1 the thermometer code

sweeps O...... 0, 0...... Ol,uptol...... 1. However asniges above}{1r to }é the

thermometer code decreases back to O...... 0. It is rapb note that the MSB
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converter and the folding one works in parallelisg it from localised idle time.
Background literature [14] reports a folding—intalgging converter reaching 2
Gsamples/s with 8 bits resolution. Due to its lowmparator count, folding ADCs
have the lowest power to sampling speed ratio5§2x10°mW/sps [12].

A common issue in folding ADCs is the frequency tiplying of the input signal

with the folding rate. This severely reduces thendvédth of the converter.

Fortunately, this problem can easily be solved bg tntroduction of a THA.

Moreover, by keeping the signal constant over aodepof time eliminates the
necessity of synchronisation between coarse ADCkbdmd the fine one. A trade off
exists in implementing the THA as a front end veraudistributed topology after the
first stage. The advantage of the former case as e THA bandwidth is only
required to match the input signal, whereas in tisributed case the signal
bandwidth multiplied by the gain of the stage angrage while in centralised
topology the THA errors are amplified by subseqetages [16].

Additional folds and zero-crossings after each estaigcrease accuracy and can be
added with minimal hardware through current or agd interpolation. Current
interpolation involves the use of scaled currentaons but proves to be power hungry
and not very precise. On the other hand, voltaggpolation is implemented by the
use of resistive strings that also provide offsetraging [16]. Choosing an overall
folding and distributing it among folding stagesx@aiched between interpolating
and averaging circuits is subject to a number addpffs. High folding rate in early
stages decreases the amount of hardware requitedarBplifiers with high folding
rate have longer settling time and adversely affeet overall bandwidth of the
converter. Besides, having high folding rate anmgalf in the final stages, where
errors due to incomplete settling are less harndfogs increase the overall sampling
rate but the area requirements are more intensive the advantage over flash
implementation decreases. For these reasons folditey distribution should be

tackled carefully.

While folding converters are the cheapest and raffstient in their sampling speed

range, they remain ironically the least popular owrcially.
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2.2.5 Sigma Delta ADC

Plausibly one of the most challenging architecttwe comprehend, sigma-delta
converters are yet the most accurate ones. Theabhwlice for the designer is sigma
delta if the targeted resolution is more than 18 [i2]. The analogue part of this
converter is a 1 bit ADC and uses techniques liker gampling and noise shaping to
increase resolution to an extent unmatched by ther

Oversampling principle is based on the fact that mloise energy is constant and
independent on sampling speed. Thus sampling devengs above Nyquist
effectively spread the noise energy over a largedividth and thereby lowering the
noise floor. Low pass filtering and decimation isrfprmed to filter off the noise
outside the band of interest. This is illustratedigure 2.12.

The Digital Filter

................

Power ! Digital filter response
i

Oversampling by K times

éﬁ.vuragu noise floor without oversampling

Moise removed by filter

A THSTR .

Fsl2 kFgj2 kFy

Figure 2.12: Oversampling in sigma delta converters

More is to be gained by performing noise shapings Technique involves shifting
the noise in the frequency domain outside the bEndterest. Figure 2.13 shows a
simple block diagram of a sigma delta converterigggpd with an integrator that
performs noise shaping. Since the density of ‘lfstree modulator output is
proportional to the rate of change of the sigriadre is a greater number of ‘1's for
increasing input signal and vice versa for a desingainput. By summing the error

signal from the difference amplifier, the integrai® effectively a low pass filter to
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the signal and a high pass filter to the quantiratioise. This further separates the

noise and a higher SNR is achieved.

Signal Input, X

To Digital
Filter
-

Difference Integrator
Aamp Comparator

{1-hit ADC)

Xe

0

{1-bit DAC)

Figure 2.13: Noise shaping in sigma delta convexter

2.3 ADC Historical Background
2.3.1TheEarly Years

The earliest form of data conversion was time divianultiplexing (TDM) by M.B.
Farmer in 1853 and J.M.E Baudot put it into practy using a set of mechanical

commutators as time division multiplexers in 18T%5][

In a 1903 patent, Willard M. Miner reported resuwfsexperiments with the use of
such kind of multiplexers. His findings loosely debe the minimum sampling
frequency as “... a frequency, or rapidity approximgtthe frequency or average
frequency of the finer or more complex vibrationiet are characteristics of
voice...”. This statement was refined by Harry Nyguis 1924. He modelled the

telegraph signal as

s(h =3 g f(t- KT) 2.7)

In the above equatiorii (t) is the time domain representation of the basisgshape;

a is the amplitude of the"kpulse. Nyquist stated that if such a signal isspes
through a channel of bandwidth W the pulse raf€, dduld not be increased beyond

2W. This is now known as the Nyquist criterion f@mpling and is more commonly
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written: If a B Hz band limited signal is sampledegular intervals at a rate which is

at least 2B Hz then the samples contains all tfegrnmation in the original signal.

Prior to mid 50’s, data converters was built onwan tube technology and was, thus,
bulky and power greedy. Such converters had thainmse in research and militarily
for encryption. During mid 50’s to early 60’s Vacuutube technology gradually
faded out as they were being replaced by soli@ stigtctronics. In that era, the use of
converters was still mainly military but developrh&as much faster as compared to
vacuum tube period. The table below summarisesnib@r achievements in data

converters in a time line.

TABLE 2.1: TIMELINE OF MAJOR DEVELOPMENT IN DATA CONVERTERS

Y ear Achievement

1853 Time Division Multiplexing

1924 Nyquist Criterion

1937 Pulse Code Modulation

1939 Reeve’s Counting ADC

1946 Successive Approximation Register ADC

1948 Flash ADC with Electron Tube

1949 Grey Coding

1950 Delta Modulation, Differential PCM

1952 Voltage to Frequency Converter

1954 DATRAC: 11 bit, 50 Ksps vacuum tube ADC 500@wver
dissipation

1956 Subranging ADC

1956 Subranging with error correction

1957 Dual Slope ADC

1962 Sigma Delta Modulation

1966 HS-810: 8bit, 10Msps, 150 W

1967 Triple Slope ADC

1969 Successive Approximation Register realisetl Wit 7400 series

IC
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1973 Quad Slope ADC
1978 First Monolithic ADC: AD571 SAR, 10 bit, 26.

1988 Bandpass Sigma Delta converter

2.3.2 Monolithicera

Converters of the 70’s were monolithic, modular dndrid designs. Monolithic

designs were slower and offered lower resoluti@ntmodular designs of that time.
However, things changed in the 80’s when bipolahtelogy became more reliable
and gain popularity. DAC consisted of diffused s&si ladders and switches.
Although monolithic in nature, early versions likee one shown in figure 2.14,
required external components, voltage referencéoatput buffers.
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Figure 2.14: DAC 08 8-hit 85ns DAC, 1975 reproduéean [3]
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The accuracy was also limited to 8 bits due to miatr and tracking limitations of
diffused resistors. Although DAC with laser trimméun film resistors came to
existence, the resolution was still limited to 1i6sldue to finitep gain of bipolar
transistors. High power dissipation and the fifligain impediment of bipolar circuits
were solved by the introduction of CMOS circuiSampling monolithic ADCs
appeared in the mid-80s. The added sample-and+tedtences and buffer amplifiers
on-die circuits were simplified using BICMOS tecloty.
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2.3.2 High-Speed Converters

This section showcases ways by which data convepesds are enhanced.

Time interleaved converters

Perhaps the most straight forward way to come battkthe ever increasing demand
for higher sampling speed is parallelism of an yaroh identical ADCs. This is
performed in time-interleaved comparators; howeter implementation does not
consist of a mere parallel topology. Rather, anaade timing circuitry synchronises
the different channels and recombination at outpst.a rule of thumb, having N
channels will increase the overall sampling spepdtai N times the per-channel
sampling speed. Thus, the complexity increase apgtional to the throughput
increase [17]. This contrast flash implementatibat tis fast but its complexity
increases exponentially with resolution. Insteamvelr but more accurate converters
can be ganged together in a time interleaved fashio gain speed. In>-A
converters, the target sampling rate can be readhedising several parallel
modulators, instead of faster and therefore cdatbyication process or using higher

order modulators.

To benefit from the advantage of time interleavimghe tens of GHz input frequency
range, optical sampling is preferred due to theelojitter susceptibility required to
achieve even modest resolution. Photonic samplorgsists of optically triggering a
photoconductive cell and holding the sampled vatue a capacitor. However,
photoconductive cell provide poor isolation betwées input signal and the sampled
value during ‘off mode. Nathawadt al. [18] report a photonic sample and hold
switch comprised of low-temperature GaAs metal-semductor-metal photocell that

provide an on-resistandg@ , <10@2 and off-resistancéR , >100MQ . Nonetheless,

it exhibits a relatively large feedthrough capauita of 10fF. Albeit area inefficient
Nathawadet al showed that a dummy switch and differential amgdifion can get

rid of this sample corruption as shown in fig 2.15.
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Figure 2.15: Optical Sample and hold switch and duntircuit for feedthrough

cancellation.

Gain and offset channel mismatches in time inteddaarchitectures cause undesired
errors in the digital output of the converter. Gmanto channel gain mismatch
induces amplitude modulation of the signal while aifset mismatch introduces a

phase error [19].

Furthermore, important design trade-offs existhioasing a centralised THA circuit
versus a distributed implementation in each charinghe first technique, the THA
handles the full bandwidth related to the sampiaig. The settling time of the THA
is therefore the limiting factor of the samplingesrahow ever the benefits of time-
interleaving is optimally achieved when the segfliime of the comparators in each
channel is the speed limiting factor. On the othad, distributed THA technique
introduces a cyclic sampling jitter associated wititk path mismatches. This indeed

adversely affects the SFDR of the converter.

Comparators

Since the speed limiting factor of ADC'’s is goveinky the settling time of its
comparators, it is only natural to try to optimig@s to achieve faster sampling
speeds. ADC comparators need to achieve both hagdviadth and gain. However,
high gain amplifier have long settling time andréh&re low bandwidth [20]. In most

architecture, the voltage difference ¥fs;/2 to CMOS logic states and this is

inherently requires a fairly high gain.
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Fast ADC comparators achieve high gain and bandwit implementing the
comparison circuit in a cascade of preamp, compgrahd CMOS latch. Each stage
contributes a moderate gain and processes a highwidth, resulting in both a high
overall gain and bandwidth.

To further reduce the settling time of the comparand enhance the voltage swing,
CMOS latches has positive feedback [20-22], as shimnig 2.16. This yield fast
comparison, increases the voltage swing, and msasnchances of meta-stability and
comparator ambiguity from occurring [22]. For faserdrive recovery, an additional
transistor is added to the latch and clamps thpubub a tie during the precharge
phase of the clock.
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Figure 2.16: CMOS latch with positive feedback amdrdrive recovery transistor

Further exploiting optical medium, fast convertershe range of 480 Gsamples/s has
been reported using optical signal processing.hla scheme, the input signal is
segmented and each segment is fed into a chanrtBinwa time-interleaved
architecture. This differs from time interleavinged in used in electronics where
only one sample is processed in a channel. Tempegahentation is performed using
a passive optical filter and eliminates the neecdeletctronic demultiplexers [23].
Using optical dispersion techniques the signainme tstretched by a factor equivalent
to the number of channels implemented. The santp&rfollows the time stretcher

effectively sees a slowed down version of each segm@s shown in figure 2.17. This
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decreases the requirements of the SHA as well agjtiantizer. Recombination is

performed in digital domain.
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Figure 2.17: Time stretching in optical converters

2.3.3 Advancement in ADC Performance

Surveys [2, 12] shows performance evolution of A[@@er the past 20 years. Prior to
1997, year at which Walden’s [2] data enéis have been increasing over time while,
P remained relatively constant. Walden attributesl ithprovement inF as a result
of more monolithic products and the stagnationPofas a de-emphasis on research.
However, subsequent breakthrough in b&thand F was exponential as shown in
figures 2.18 and 2.19. While sigma-delta convertersiot always have the beBt
they form the highesk envelope in 1995-2004. The decreasé-iras from 2002 is
attributed to the higher over-sampling rates resgliio overcome increased distortions
in higher resolution sigma-delta converters offkeod.

It is interesting to note thd has a strong dependency on architecture wiildoes
not.
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Nascent applications have been the incentive faeldpment of ADC technologies

that resulted in the exponenti® increase. However, specific requirements for

sampling speed and resolution have had differents.
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Figure 2.20: Historical trends in sampling speedlarsolution [12].

Looking closely at figure 2.20, the demand for éashDC kept on increasing while
resolution envelope remained steady since 199% iBhexplained by the fact that
current applications such as 3G cellular and Wiidi mot necessitate any greater
resolutions. Radar systems, UWB and orthogonalgrqy division multiplexing are
expected to provide the push for even faster ADECshe medium term. Power

efficient devices that would fit portable devices desirable in the short term.

2.4 Jitter Analysis

In an ideal oscillator transition spacings are tamis yet in practice transition
spacings randomly vary due to noise inside thellasmi loop. Oscillators are subject
to amplitude and angular noises. The former isheasmoved by the use of a limiter,
or inherently clamped by factors including limitedpply rails voltage, whereas any
fluctuation in the phase jitters the oscillationdapersists indefinitely [24]. It is
convenient to describe timing errors as 2 entitiesnely clock skew and clock jitter
[25]. Clock skew is a deterministic drift of a closignal that is either fixed or
oscillatory in nature and results in a loss of SF@RCk skew is often the result of
non identical clock path in time interleaved conees. The randomness of the clock
jitter on the other hand, raises the noise float eonsequently reduces the SNR of

the sampled signal and affects both single andichéinnel converters.

In time domain, jitter which is also referred to @lsase noise, can be viewed as a

sinusoid with perturbed zero crossings withAf deviation from the ideal time

instant. This can be translated in the phase dewmiag(At)=2mf.At,. The
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mathematical definition of phase noise is the vama of g(At), E(¢(At)%). In

frequency domain, this translates to sidebandsitivatrsely decline with the offset

line spectra expected from oscillators.

Power
Power

from the frequency of oscillation. Figure 2.21 slsolow this differs from the ideal

LA

Frequency Frequency

Figure 2.21(a),(b): Spectrum of an ideal and actostillator.

2.4.1 Noise Sour ces and Upconversion

Random movement of electrons in current-carryingdc@tors are associated to
temperature and are unaffected by the presence eleatric potential. This is due to
the typical drift velocity of electrons attributed a current being much smaller to
their thermal kinetics. In a resistor R, this canrbodelled as a series voltageor a

parallel current source given by
V2 = 4KTRA (2.8)

i2 = 4KT %A (2.9)
Where k is the Boltzmann’s constant. T is the aldisotemperature andf is the

bandwidth of the measurement in Hz. It is to beedothat thermal noise current

>
spectral density'—f is independent of frequency and is indeed whiisen[26].

A

Another important noise that appear in CMOS odoita is the flicker noise [24].
This type of noise has varied origins and is foumdll active devices and also some

passive devices. In bipolar transistors, for insgatit is caused by imperfections in the

28



crystal within the emitter base depletion layeriie case of MOSFETSs traps in the
gate oxide are the cause of flicker noise[27]. €hegperfections captures and release
charge carriers in a random fashion and give agartk noise. Flicker noise is related

to the flow of direct current and has a spectralsitg

=l

I a

o (2.10)

:K1

=

where

Af =a small bandwidth at frequent:
| =direct current

a =constant in range 0.5-2

b=1

The % frequency dependence of flicker noise is whergeis its alternative name
‘ % noise’. The constant of proportionality, is an empirical parameter and typically

varies by orders of magnitude in devices that hawelergone same process.

Consequently, flicker noise is inherently hard tedict [26].

2.4.2 Noise up-conversion

The noise sources presented in the previous semt@wideband or of low frequency.
These characteristics, in their natural state, db directly relate to phase noises
which appear close to the frequency of oscillatioman oscillator. Several literatures
[20, 24, 28-31] reports how device flicker and whitoise are upconverted and
filtered close to the frequency of oscillation resgively. To illustrate the case of
device flicker, we consider the differential ringcdlator in fig 2.22. The tail current

is typically provided by a MOSFET fixedly biaseddrsaturation and susceptible to
flicker noise. Since the delay caused by each rdifféal pairs — and hence the
oscillation frequency — is dependent on the taifremt, any noise in the latter

modulates the ‘carrier’ frequency of the oscillatdy, thereby contributing to phase

noise [20].
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Fig 2.22: Four stage ring oscillator.

For the case of white noise, we consider the typiwadel of a harmonic oscillator

affected by noise shown in fig 2.23. Keeping wittarhausen criterion for

oscillation, the loop has an infinite gain §t and a finite gain at all other frequency.
i.e. F(j2mrf )=1 [28]. The white noise source, within the loop sees a strong
frequency selection which leads to a noise trarfsiiection that is singular af, and
inversely declines with increasing frequency offée&tm f.. Thus, white noise
component around_ are preferentially amplified and add to the oatifin to cause

phase noise.

Osdllator
output

Fi_)

Fig 2.23: Block diagram of feedback oscillator

2.4.3 Jitter Effectson Sampling Systems

Sampling theory guaranties that the informationtaimed in a continuous-time signal
can flawlessly be recovered if the original sigmes been sampled aegular
intervals at a rate greater than twice the bandwadthe signal. The impulse train for

this sampling is actually provided by an oscilla@md, as shown in preceding
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sections, it is subject to timing errors. The lat#ects the regularity of this impulse

train and hence jitters the interval at which sasgre taken.

To assess the consequence of jittered time instemtconsider a continuous-time

signal v, (t) being sampled by a jittered clotk=nT_ + &, whereT, is the sampling
period and¢, is the jitter which is assumed to follow a Gaussthstribution of
N(O,ajz) [32]. The sampled signal is thew (nT) = v, (nT+&,) and the error

between the input and output of the sampler at @dchs given by

(1)~ (D) = £, 260 (2.11)

given,

2mf,0; <1 (2.12)
. : . dv (%) N
The error is shown to be proportional to the sigteiv rate# and the jitters,,
however, the assumption in (2.12) does not holddage f,, in wideband systems.
Kobayashi [32]showed that for any signal(nT,) represented in its Fourier series

v, (nT) =%+i[ a cos(2rkf nT)y+ b sin(ar kf nT) (2.13)

the noise poweP, due to the aperture jitter is given by

P =3 (a2 +b?)[1-expt-22 (4 Yo ) (2.14)

This is interesting to note that

() P, does not depend on the sampling pefipd

(i) P < 2><f:(ax2 +h?) (2.15)

From the inequality (2.15) it can be deduced tbatfsignal with no DC component,

a8, =0, P <2x[input signal powdiand henceSNR,,,, approaches -3dB a&rf,o,

jitter
increases. This can be expanded to any statiomgmglgi.e. a signal whose Fourier
transform exists,J' |vin (t)| dt<oeo). If the Fourier transform o¥, () isV,,(jw) then P,

is given by
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o wo’
P =V, (jw {1— eXp%)} dow (2.16)

So far it has been shown that jitter causes a deersn SNR, i.e. an increase in the
noise floor. In addition to this jitter also cawsmuracy and resolution lost in the form

of decrease in ENOB.

The well known relationship between SNR and theltd®n of the quantizel ,
(2.17) is often used to assess the ENOB limit dueother noise and distortion

sources.

SNR(dB)= 6.0N + 1.7 (2.17)

SNR(dB)- 1.7¢
6.02

As suggested above, there is direct relationshiywdsn jitter noise and ENOB. This

ENOB=

(2.18)

is graphically depicted in fig 2.24 [2].

1. [ Heisenberg |

.
— =
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| aperture_J _—

»‘f
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16 amhiguity—l RS-
P “
14 }i o .
" + ADC data SO ; T
z 10— aperiure (2 ps) o s :
w § | —-—-aperture (0.6ps) | I - T\\\-«
apertura (0.2 ps) | .'
6 | - ambig{fT=50GHz) | L | . _ *_
4 | — - ambig[T=260GHz) | Ny e
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p | - Helsenberg [.0%fs} | . ] DT N,
1E+4 1E+5 1E+6 1E+T 1E+B 1E+9 1E+10 1E+11

Sample Rate (Samples/s)
fig 2.24: Performance limiters due to various ncésel error sources.
The input signal considered for aperture jittertie figure above is the Nyquist

frequency i.e. f_ /2. Naturally, the Heisenberg line represents the agim

samp

theoretical achievable resolution based of the éftdisrg uncertainty principle.
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2.4.4 Jitter Correction
As presented so far, much effort has been donedlysing and modelling the origins
and effects of jitter, in contrast, not much hagrbelone to correct the effects of

timing mismatches [25].

At tens of MHz sampling rate, bandpass filteringtloé incoming clock proved to
substantially reduce jitter [22, 33]. However, ssthdies admit high order filtering is

required.

Compensation techniques have only been used teeatostatic jitter in time-

interleaved converters. This is caused by clock paismatches [22, 25, 34, 35]. The
mismatch between each channels are estimated thraugextra calibration circuit
that runs in background without interrupting theneersion. The correction is then

performed in digital domain through an interpolatimethod [25].

2.5 Conclusion

This chapter discussed the various figure of meagsociated with ADCs and
illustrated their importance. A historical backgnduof ADCs has been reviewed
pointing out the different architectures involveddata conversion. A gradual fall in
resolution of ADCs with increase of sampling spdexs been noted. This was
attributed to jittered sampling. The sources déjithave been discussed. It was also
found that the ways to counter effect of jitteroingh compensation has not been

investigated.
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Chapter 3
3. Proposed Architecture

The previous sections showed the adverse effecigétaf and the lack of proper
technique to solve them. This chapter aims at piogi a method of reducing the
effects of jitter. The architecture consists ofragting the jitter from the clock signal
by the use of phase demodulation. Since the irestaous jitter can be derived, an
approximation algorithm can be used to providerecayrection to the sample. The
approximation technique should provide a bettemede to the correct sample value

than the jittered sample.

3.1 Jitter estimation
The output of an ideal oscillator can be descrived
v, (t) =sin(wt) (3.2)

In presence of coloured noise sources, such &efliwise, the output of the
oscillator is to be modified to

v(t) = v (t+a(D) =sin@t+a (1)) (3.2)

Wherea(t) is the instantaneous timing noise or timing jitieme total phase of the
signal,®(t), and the excess phase or phase nggé), are given by [36-39]

®(t) = wt+a(t) (3.3

@) =wa(t) (3.4)
From the equation above it is clear that the phramse modulates the oscillation

phase. As such, phase demodulationv§f) provides a proper estimate of the

instantaneous jitter present in the clock.

3.3.1 Phase Demodulation

Indeed coherent detection of the phase in thismehdoes not make sense. The
reason behind this being that it will introduce #weo oscillator, which is also
subjected to phase noise, as reference. Accordmghgzoherent demodulation in the

form of envelope detection is to be used. From)(3t& differential ofv(t) can be

expressed as follows,
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V() = (1+a(t)cos, +a ¢)) (3.5)
This implies that performing envelope detection\dt), and ¢ (t) can be obtained.
a(t) is the instantaneous timing error with respectthe average oscillation
frequency ofv(t) having the last zero crossing as reference. larotfords it is the

instantaneous jitter of the oscillator disregardamy jitter accumulation.

3.2 Approximation

Given the jitter at sampling time, an approximatiechnique can be used to estimate
the signal value at the correct sampling time. Singlest approximation technique in
this case would be to use linear approximation. phegormance of the latter is
compared with that of third order Taylor approximoat Strictly speaking, linear

approximation is same as first order Taylor appr@tion. Given a signak (t) is

t=% is given by

Xayior(%o) :x(to + oc) + D(x)(to + (x) (—a)+ % D(z)(x)(to (3.6)

+0) (—a)’+ = DV)(1,+ o) (- a) +0o((—a)?)

Where, D is the deferential operator wtrand O(-a*) represents the remainder of
the series.
Substituting an input signal of (t) = sin(27 ft) into (3.6),
o (3.7)
Xptor(1) =4 sin(27f (7, + o)) —2Acos(2nf (1, + o)) nfa
—24sin(2nf (1, + o)) e + %A cos(2mf (1,
+ oc)) n3f3 o
Considering an input signal with frequendy=1.2GHz and a jitter of the order of

picoseconds results inCH—a*) of the order ofL0**V. This is below the typical

white noise level in VLSI systems [26] and can éfiere be safely neglected in

equation (3.7). In this scenario, the instantangittes error in the sample is given by

e () =] x(9 =% (9

(3.8)
= [sin(27rft )~ sin(rf (+a )
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and the error caused by the Taylor approximationbeEascribed as

e[(t) = ‘ X - )gaylor (39)

e (1) = sin(2nf 1) — Asin(2nf (¢ + o)) + 24 cos(27f (1 (3.10)

+a))nfo+24sin(2nf (t+a))n 2o’

—%Acos(an(t+a))n3f3oc3‘

The worst case scenario would be that of the sagpdf a sinusoid at Nyquist
frequency at the zero crossings. Considering akchequency of 2.4GHz, the
frequency of the input signal would be=1.2GHz. For simplicitye,(t) and g(t)
can be compared at the zero crossing &t0s. An instantaneous jitter of 1ps reduces

(3.8) and (3.10) to

g (t) =0.007539750932' (3.11)
and
g (1) =9.229% 102 v (3.12)

This clearly shows that the proposed approximatieethod reduces the jitter by
several orders of magnitude at the point wheredifferential of the signal is a
maximum. The graph figure 3.1 is a plot of (3.814B.10) for the ranger =0 to

¥ f s over whichx (t, + a) is monotonic.
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Figure 3.1: Graph of Jitter error and Taylor appliaxation error versus jitter.

Figure 3.2 shows the same graph over half cycletiar curve is added to the graph
to show the error if the Taylor series was of ordewhich is basically a linear

approximation technique. Strictly speaking, theeysshould be beneficial & < g .

= Jitter Error
Linear Approx. Error

Taylor Approx. Error

1 S ETEE G
so ¥ ey

1 T T T
n 1x10°10 21010 Iwx1p-10 4x10°10
os)

Figure 3.2: Graph of Jitter error and Taylor apptiaxation error and linear

Approximation error versus jitter over % cycle.
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Figure 3.3: Graph of Jitter error and Taylor appiiaxation error and linear
approximation on a logarithmic scale.
Figure 3.3 shows that linear approximation providesvery decent amount of
correction. Although superior correction could hzhiaved by the "8 order Taylor
approximation, its actual performance could be cmmmised by its complex

implementation.

Altogether, the system can be summarised by thekbiditagram in figure 3.4. The
jitter is estimated by a phase demodulator. At shene time, the input signal is
differentiated and multiplied with the jitter. Thiesult is a faithful estimate of the

error in the sample value. This can be used tecbthe sample.
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Figure 3.4: Block diagram of the overall proposgdtem

3.3 Simulation Results

With the aim of estimating the performance of sscheme an algorithm has been
written. It is to be noted that the results showrthis section is only a theoretical
estimate of the proposed scheme. It does not atéomuany noise or non linearity of

CMOS devices.

A 1.2 GHz sinusoid is simulated on MATLAB, and sdeapat a rate of 2.6 GHZ. The

rms state of the art in electronics jitter is cathe 0.2ps, and was the jitter standard
deviation used in the simulation (rms value of anmal distribution corresponds to its
standard deviation). Figure 3.5 shows the powectsgledensity of the original, the

linearly approximated, the corrected, and thergtiesignals. The first three signals
differ by the order ofLl0°dB and appear superimposed on the spectrum. Téaslgl

shows that the signal is largely unaffected bylitihear approximation.
Visibly jitter has raised the noise floor. Usingreasuring bandwidth of 1Hz, the

SNR loss in jitter is estimated to be 12.16dB. gskquation (2.18), this SNR

degradation corresponds to a loss of 1.73 bitsesblution in the ENOB. This is
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considered to be a significant improvement sineeithprovement in resolution was

~1.5 bits over 6-8 years prior to Walden'’s rep@it [

Power Spectral Density
D T T T

Qriginal
— lJittered Sampling
-20r | —Comected 7
Linear Approx.
-40 B
@
i)
o -60r B
3
o

_1 20 | | |
0 0.2 0.4 0.6 0.8 1 1.2 1.4
Frequency(GHz)

Figure 3.5: PSD of original, jittered, corrected @gfinear approximated sinusoid.
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4. CMOS I mplementation

The building blocks presented in the previous odaptovides theoretical background
behind the building blocks of the architecture. sThhapter aims at describing the
implementation of the proposed method of correcjittgr using CMOS technology.
The workings of the sub circuits involved are thagbly enlighten. It is especially
important in this research to use low noise cigcuNoisy circuits would corrupt the
calculated estimate and defeat the purpose ofttimelogy. In a bid to minimise
flicker noise, a passive approach is consideredanss possible. Passive CMOS
circuits are known to exhibit little or no flickeroise. Noise effects are further

reduced with a differential implementation.

4.1 Differentiator

A differentiator can be implemented by the use chpacitive input to an amplifier
circuit, This is normally done in a fashion pictdréy figure 4.1. However such
implementation can produce unpredictable or erroseoutcomes at frequencies
approaching the bandwidth of the amplifier. At suitkquencies poles in the
amplifier's transfer function causes shifts in itease response of the differentiator.

This adversely affects its performance.

R2
NN
Vin - R']
) Vv,
C'] Vout + N VOUt *
v Vout- —— Vout :
in 4”_,\/\/\( Vp
Cz R3
NN
R4

Figure 4.1:Schematic of an active differentiatomgsfully differential amplifier.
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On the other hand, passive differentiator, like aheshown in figure 4.2, is designed
to ensure that the phase is as close to 90° asbfgs$isroughout the spectrum of
interest. This is achieved by providing a solutsatisfying the under-determined set

of equations in (4.1)

fo_ 1
° " 27RC 4.1)
L=R°C

where f is set to 2 to 3 times the max. frequency compbseen at the input of the

differentiator [40]. R and C has to be chosen stlcat L has realistic and

implementable values in VLSI.

zzzzz

Figure 4.2: (a)Schematic of a passive differentiaiod (b) in differential

implementation.

4.1.1 Testing the Differentiator

The frequency and phase responses of the diffatentare shown in figure 4.3. The
maximum frequency seen by the differentiator in phase demodulator is 2.4 GHz.
At that frequency the phase response is 2.2° gstfothe ideal 90° phase shift of
differentiators. This is acceptable for this desgnce flicker noise has very slow

dynamics compared to the oscillation.
A sinusoid of 2.4 GHz is applied to the input o wfferentiator. Transient response,

in figure 4.5, shows an output of 0.09V at the ans$ where a peak appears in the

input. The attenuation caused by the differentiegmery close to -8.47dB.

42



de VDB (DIFFP,DIFFN)
50

-50

-100

-150

=200

LN S S S By S S s B By B B B
\

=250 0 ool vl vl e i il il

1e+00 1e+01 1le+02 1le+03 le+04 1le+05 le+06 le+07 le+08 5e+09
Hz

Figure 4.3(a): Frequency response of differentiator
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Figure 4.3(b): Phase response of differentiator
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Figure 4.4(b): Transient sinusoidal response ofedéntiator

4.2 Mixer Design

Taylor series involves multiplication of the offsetth the differential of an actual
function. Here the function is the input signakihe ADC and the offset is the timing
jitter. A convenient way to perform multiplicatiomould be to use a variable gain
amplifier as the one shown in figure 4.5. This degs also called a potentiometric

mixer, since the input transistors act as voltagetrolled resistors. The circuit has a

44



very high linearity but suffers from a high noisguire [41]. This chiefly comes from

thermal noise of the input transistors that getldiag.

’ VRF Q

| LAp A

o— | .
Dy II"\I;"I L —'\:1-‘7‘7\\-‘1 o
V.o | T IF

1 ‘ o
4\'_‘J T - [ e
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Figure 4.5: Potentiometric mixer

Moreover, a well known circuit that performs muligation of signals is the Gilbert

cell mixer shown in figure 4.6. The operation oistleircuit is such that the input

signal V.. modulates the transconductance of the transistdre branches and thus

provides multiplication withV, .. Although, such an implementation is widely used

in communication systems, they are admitably poluangry at high frequencies.
Additionally, the transistors require DC biasingdaare thus susceptible to generate
flicker noise. Ways to reduce flicker in this desigvolve the use of large transistors
higher signal power and lower frequencies, howestezh liberties are not always

available to the designer.

Yet another design would be to keep the signalhim toltage domain and use a
passive implementation instead. This involves tbbsstution of the tail current
transistor in the active version with a capacigeding the cell with one of the signal.

This is shown in figure 4.7. The transistors adstime variant conductance g(t),

operating in the triode region with,, =0.
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Figure 4.6: Double Balanced Gilbert Cell Mixer
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Figure 4.7: Double Balanced Passive Mixer

46



The operation of the circuit is more easily expdginusing its equivalent circuit in
figure 4.8 with the transistors replaced by tramsitwtances. g(t) in Siemens is given
by (4.2) [42].

w .
:uncoxl_[VBSIn(a)Bt) - Vk] | Switch on

g(t)= (4.2)

0| Switch off

whereV| =Vem+Vj, - Vi pe

.|.
% £t (t-T/2) £t-12)

Vm Vk

Figure 4.8: Mixer simplified equivalent circuit

Figure 4.9 show the transient response of the nvikemn identical sinusoids of 1GHz
with 1V amplitude are fed to the mixer. The resalts in line with the expectetbs
output response. For this design, the signals tmbkiplied are the jitter offset and
the differential of the input signal. The lattemaaclude high frequency components

while the jitter is expected to have a spectrurardy a few KHz.
To further test the performance of the mixer, aHzGinusoid is multiplied by a 27

MHz sinusoid again the results, shown in figureO4.4re in concordance with the

beats expected in the output. An attenuation df2i8 also observed.

47



v V (MUXP, MUXN

AN AN AN AN ANA

o o o o o
Ul L= ~1 [:=] o
LB LRSS LR LR LR LY) IR

A,

o
o<
N
S
AN
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Figure 4.10: Transient response of mixer when egaitith sinusoids of 1GHz and
27TMHz

4.3 Oscillator Design

The oscillator used in this scheme is designedperaie at 2.4GHz. An oscillator
consists of a passive part that controls the tinsind an active part that provides the
gain required to maintain the oscillation. The V@&0Ddesigned using the negative

resistance approach as shown in figure 4.11. Qle&| and R, represents series
resistance associated to inducttrsand L, respectively. The active part is required
to provide sufficient gain to compensate for theslprovoked byR and R,. This is

realized by the cross coupled NMOS that provideegative resistance equivalent to

—-(R + R) . Its principle of operation is worked out with thelp of a test voltag¥,

shown in figure 4.12 [43, 44].
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Figure 4.12: (a) Test circuit to determine the niagaresistance. (b) Equivalent half
circuit of (a).

From a small signal stand point, the drain curigim Figure 4.12(b) is given by

. V
i =0m| ——= 4.3
o) 0
Accordingly, the resistancB,, seen by the source is found to be
v, 2
Rn = ._t - (4'4)
It gm

where g,, is the transconductance of a single NMOS.

To ensure oscillation, this negative resistancetbhasompensate for the loss in the

equivalent parallel resistanc®, of the inductor [45].R) is related to the series

resistanceR,, associated to the inductor by (4.5)
2
Rp = M (45)
R

With an inductance of 6nH and a series resistahd®o¢ R, will be close t0210Q.
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This effectively introduces a low limit to the tismonductance of the transistor. By
settingR, 2 -2R, in (4.4),

1

> 4.6
On2 55 (4.6)
The frequency of oscillation,) , is given by
a)c = a)n \/1_ gnﬂrs
ng = (rs/ L)C (47)

w =1/4JLC

where C is the capacitance at the output nodes.
The output nodes are connected to level shiftirdyamplifying stage. This stage and
the transistors within the oscillator add capaaiato the output nodes and have to be

subtracted in the value for C in (4.7).

In order to emulate the effects of jitter in thecibator in transient simulation,

capacitorsC, and C, are implemented as PMOS varactors. A sinusoidfeflakHz

is fed to the varactors to jitter the zero crossaigthe oscillation. The required
transistor size can be calculated from the CGSO @GO spice model for the
PMOS. However, the length of the transistor is madesmall as possible for the
given technology. This enhances the quality facfothe MOS capacitor [46]. The

schematic for the oscillator is found in appendix B

The transient analysis and spectrum of the osoilias found in figure 4.13 and 4.14
respectively. Matlab analysis of the oscillatiomaaled the oscillation frequency to be
2.35 GHz. Figure 4.13 is the spectrum of the cstilh perturbed by a sinusoid of
800MHz. The effect of the perturbation is shown dyroader main lobe in the
spectrum than in the previous instance. This peafion caused an rms jitter of
34.2pS. The amount of jitter can be altered by ghan the amplitude of the

perturbation.
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Figure 4.13: Transient simulation of oscillator
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Figure 4.15: Perturbed oscillation spectrum

4.4 Phase Demodulation

Two different kinds of phase demodulation existeylare coherent and non-coherent
in nature. The former involves multiplication ofetlinput signal with a sinusoid of
known phase and same frequency as the carrier. r@uhéemodulation offers
superior fidelity than non-coherent type. Howeverthis research, the involvement
of another oscillator renders this scheme inapjmaitgr

The scheme used involves differentiation of theillasion followed by envelope
detection. The design of the differentiator hasnbeetlined in section 4.1. Envelope
detection is implemented using a rectifier bridgd a low pass filter. The bandwidth

of the low pass filter should be ideally equaltie torner frequency of thgs noise
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spectrum of the oscillator. This frequency normdigs in the KHz region. This
means that such a design will require large capacénd inductors that cannot be
implemented in VLSI. So, to reduce the need of rete components, the

implementation has to be reconsidered.

The input to the LPF has frequency components fb@nto the corner frequency of

the » noise and a line spectra at twice the oscillatrequency,2f;, as shown in
figure 4.16. To put it simply, there is no signéit energy between thg corner
frequency and®f, . Hence the LPF can be designed with arbitrary Wwadttl as far as

it is smaller thar2f, .

d6  GdB(V(ENVP,ENVN)) 1:2
120

20
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40
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Figure 4.16: Spectrum of the input signal to thé-LP

54



4.5 Recommendationsfor a Large Bandwidth Amplifier

As stated in previous sections the mixer and thiéeréntiator causes signal
attenuation. A large bandwidth amplifier will begtéred in the actual implementation
of this scheme to correct for the attenuation.his simulation, the required gain has
been provided by the simulator to test the topoldhile the design of a low noise
amplifier is out of scope of this research, a largaety of designs has been reported
in literature. This section outlines guidelines tbe design of a large bandwidth

amplifier and implementation of fully differentiamplifier circuits.

The amplifier bandwidth should be able to catertf@ input oscillation frequency
which is 2.4GHz in our case On chip generated n@iseckled by using a fully

differential design. Thus common mode noise is cedu

The topology recommended is a Current Mode LogiMI¥; and has proved to
provide superior performance at high speed (eg]) [d@mpared to static CMOS
inverter implementations. The latter engross complgary transistors in series. Only
one transistor conducts at a time but the capawtarf both transistors are always
present, in parallel, in a small signal view poihhis represents a drawback in high
speed circuits. Also, static CMOS inverters aresg®me to and cause significant

power rail bounce. It is perhaps good to note tihatis also a source of jitter [48].

On the other hand, CML buffers provide better imitwio noise. They include a
current source that maintains a constant supplyyfavell. The fully differential
architecture makes CML buffers insensitive to sypfilictuations. However to
maintain the transistors in saturation mode, thw@iding distortions, the voltage
swing of CML buffers are much less than rail td asi CMOS inverters provides.
The amplifier consists of a number of differenstdges to provide a reasonable gain
while keeping the delay to a minimum. Assuming ttit Drain-Body capacitance
C,s is much less than the Gate-Source capacitéhgethen the optimum number of
stages is given by

Nopt = IN(X) (4.8)
Where X is the ratio of the transistor width of the lagigst to the first stage [49]. In
this thesis,X =100 and 5 stages have been used.
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Figure 4.17:Single stage of a CML buffer.

Figure 4.17 shows a schematic of typical stage GMVA. buffer. The 2 branches are
identical and device matching is critical.

To achieve fast operation and to minimise distortioe transistors are to be kept in

saturation mode. For the tail current source thislies [49]
. I
VGS,12 + (VGSS + VTHI\D s Vin CMS mln[ VDD_ RD? + VTHJ (49)
WhereV, ., is the common mode input voltage level.

Moreover, regarding the differential MOS, the outpoltage is constrained to the
inequality [49],

Vin+_,ma>< _VTHN = Voul,, = VDI: (410)
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Assuming complete current switching between thenditas the output voltage is
transition is fromV,, to V., — I;sR,. The output swing is therefore limited to

Vo,swing = RDISSS VTHI\ (4-11)
C, and C, are neutralization capacitor. Their sole purposetd counter the
detrimental effect of the gate-drain capacitanCg,, that effectively couples the
input and the output. In this respect, the capacéeof C, and C, should precisely

matchC;, of the NMOS [43].

To increase the bandwidth of the amplifier inductsiL, and L, are added in series

to the drain resistors. These actually delay theeot through the resistor making
more current available to charge any capacitivddagtached to the output node [43,
49]. In another view point, the inductances adai@ 2o the transfer function of the
amplifier. The inductance is given be setting timeet constants ration, given by
(4.12) to 2.41 [43].

_RC
L/R

WhereC is the lumped capacitive load that exists at thtpwat node.

(4.12)

For simplicity, the input common mode voltage i$ eground. We recall that the

output voltage varies fromV,, to V,, - I;R,. To set the common mode of the

output to ground the source follower circuit inurg 4.18 is place after the last

amplifier stage.
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4.5.1 Fully-Differential Amplifier Circuits

Fully differential op-amps circuits are similar $mgle ended op-amps, however they
are not identical [50]. Both output voltages needbé taken into consideration. Also,
for proper operation and stability, both outputquiee a closed loop to one of the
inputs [51]. The circuit in figure 4.19 represeatdixed gain signal amplifier. The
circuit is setup such that the common mode outpltage is zero. This is done by
maintaining symmetry in the 2 loops (ieR =R and R,=R). In such a

configuration the output is related to the input(tyl3)
V. -V = (Vin+ _Vin—) % (4_13)

out+ out- — R_|_+ RZ . Ri
a

wherea is the open loop gain of the amplifier.
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Figure 4.19:Fixed gain closed loop fully differealtamplifier.

Specifically, whena>>(R + R) (4.13) reduces to (4.14) which is analogous to the
single ended op-amp case.

v =M mMIR (4.14)

V out- R

out+

The 6 amplifier stages presented in section 4.viges a gain of about 37. This is

hardly enough for realistic values & and R,. Accordingly, 3 such op-amps are
cascaded to provide an overall gain of 94dB. Assult, R and R, can be of the

order of KQ or less.
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Chapter 5

5. Simulation analysis and Results

Spice based simulation was performed on the coeglétterconnected schematic
shown in figure 5.1. The MOS model is TMSC (Ot2B6, made available to public
domain by MOSIS. A copy of the MOS model is attatireappendix A. The Signal
PLS in the schematic is an ideal sinusoidal clock®Hz used to sample the outputs
of the envelope detector and multiplexer. This ef@med using .EXTRACT
commend in ELDO. A complete list of .EXTRACT commdansed is found in
appendix B after the schematics. The simulation was with oscillators set to

2.4972GHz and an input sinusoidal signal of 1.2GHz.
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Figure 5.1: Schematic of interconnected system
Signal OSCNL and OSC are the noiseless and noisjlabsr signals respectively.
Using both signals, the input signal SIG is sampleid a noiseless and jittered
version. Next, the timing of the falling and risingro crossings of the noisy oscillator

are saved. Extracted signals are processed in MAILFhe first few hundreds
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samples are discarded since they are affecteditigl imansients of the circuit. This

corresponds to about QU&. Then, the jitter in the oscillation is obtaineg discrete

time differentiation of the zero crossing timing tife oscillator. This is easily

performed using thdi f f () command in MATLAB. According to Taylor series, as
established in the previous chapter the corredtguhkis obtained by subtracting the
mixer output with the input signal. However the arixnduces a delay in the input
signal and required correction. It has been founad the delay is 13.24 nS. Because
of high frequency components from the differentiatmtput the system is very

sensitive to the delay. Severe degradation in padace is noted when the delay is

altered as shown in figure 5.2.

1.8 8

1.4+ f

1.2+ f

0.8~ 8

SNR Improvement (dB)

0.6 8

0.2+ f

0 1 1 1 1 1 1 1 1
1.3 1305 131 1315 132 1325 133 1335

Delay Time (Seconds) X 10°

Figure 5.2: Graph of delay correction to input s&diversus improvement in SNR for
a jitter of 5.1pS.

It is a well known fact that whenever 2 signals similar their cross-correlation and
autocorrelation will also look alike. In this resgfathe required correction signal was
determine using the noisy samples subtracted tieeless ones. This difference was
cross-correlated to the output of the mixer whielmifact the correction signal under

test. Notwithstanding the fact that the use of muspid as noise renders the
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correlation technique less meaningful, similar gt was found in the cross
correlated and autocorrelated signals. This is shawfigure 5.3. The mismatch

between the 2 graph along the x-axis represerdetss involved in the correction.

Différence Auto Co‘rrelation
Cross Corelation
l, |
0.5+
=3 \
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| J e
‘\
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1.5 2 2.5 3 3.5
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Figure 5.3: Graph of autocorrelation of requiredroection signal and cross-

correlation with actual correction signal from owtipof mixer.

Figure 5.4 shows how the envelope detector sigioalutates the output of the mixer.
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Figure 5.4: output of mixer and envelope detector.

5.1 SNR Improvement

Spectrum of noisy signals was compared to the ctatieone at various jitter levels.
This comparison gave an estimate of the SNR impneve: resulted by the scheme.
Figure 5.5 and 5.6 shows such a comparison. hteyesting to note that the SFDR

remains unchanged by this scheme, but SNR is inggkov
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Figure 5.5: Spectrum of corrected and noisy signals
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Next, two tone test was performed to check forrmtedulation artefacts. Figure 5.7
shows that jitter caused first order intermodulatwoducts. This has been reduced by

about 6dB in the corrected signal.

i T T T

—— Noisy Signal Spectrum
F1= 800MHz Cotrected Signal Sepectrum
F2=1.2GHz

F2+F1

140 —

60 | | I | |
o

Figure 5.7: Two tone test showing intermodulatiooducts.

Figure 5.8 plots the improvement in SNR observedhabus jitter levels. The general
decreasing trend in the benefit from the systemjiteey increases is in line to
theoretical predictions. Linear approximation aray[®r approximation in general,

are less accurate when a wider range is involved.

According to (2.18)

SNFR
ENoa-lcreaSe - Rﬂprovement (5 1)

6.02

The best improvement of 8.09dB reached was at 3tBESjitter. This results in an
increase in ENOB of 1.34 bits.
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Figure 5.8: Improvement in SNR versus Jitter.
5.2 Limitations of Research
As with any simulation, several issues that sometila not reflect real life situation

are improvised. Invariably, this study faced sevEsues with the simulation design

and analysis.

Firstly, flicker noise normally occurs at a rate affew KHz, and consists of pink
spectrum. In this research however, random noisetifon could not be implemented
in the test environment. Rather, a 900 KHz sinusdidifferent amplitude was used.
While this jittered the oscillation, it did so inpariodic fashion. This however did not

impede the achievement of the goal of this research

The simulation was run on a Sun SPARC server w@B 4f RAM. The server ran

out of memory if the simulation was set to run il of more than %S. The

top
sinusoid modeling the jitter had to be high enosglthat several periods of the signal

is present in the simulation. This explains theaifequency as high as 900KHz.

With the oscillator setup to be jittered at 900Kidzs jitter below 3pS could not be

reached. This pushes for a real life implementatiotihis design.
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Moreover, the .EXTRACT command in ELDO only prowsdegures up to 4 places of
decimal. This caused a quantization phenomenorhenjitter values obtained, as
shown in figure 5.8. Consequently, errors of théeorof 0.1fS was introduced. This

could cause minor but unpredictable effects orréalts.

15 —

1 1 1
1000 1500 2000 2500 3000 3500 4000 4500
Samples

Figure 5.8: Quantization effect on the jitter esdien due to rounding off in ELDO.
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Chapter 6

6 Conclusion and Futurework

This thesis presented a method of correcting jittién passive compensating circuits.
The design mainly consists of a differentiator andnixer performing analogue
multiplication and a phase demodulator. The comgisms technique was based on
first order Taylor series approximation. The jitterror was estimated by
multiplication of the instantaneous jitter to théfetential of the input signal. The
instantaneous jitter was obtained by phase dembaolulaf the clock signal. A

passive approach had been used to eliminate peesehphase noise within the
compensating circuit. Simulation was performed gditentor Graphics ELDO and
TMSC 0.25m model from MOSIS. Signals were extracted from ELR@d

processed in MATLAB.

The aim of this research was to provide a comparsdechnique to correct the
effects of jitter. Even though, the jitter simutati used was not a replica of actual
jitter, this research showed that timing errorsampling clock can be corrected by
the proposed circuit. Guidelines for the desigradbw noise wide bandwidth RF
amplifier needed for actual implementation of suctscheme has been included.
Simulation revealed an 8.09 dB improvement in SNBorrespondingly, an
enhancement in ENOB of 1.34 bits was obtained st 0 improvement in SFDR
was recorded with the one tone test. On the othedh2-tones test showed that a
non-negligible correction of 6dB was obtained i Buppression of intermodulation

products.

Several issues have been outlined. However, dudintbations of the design
environment, remedies could not be provided. The ai this study has not been

severely compromised by the limitations but givedsight for future work.
6.1 Future work

As with any design, results and analysis of theppsed scheme tend to indicate

procedures that could yield better results. Thesddchave been considered during
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the initial design, however was left out due tdklat time, budget and other relevant
factors.

Several issues have been pointed out with the abobol These were mainly
simulation time, loss in accuracy and noise modedun the simulation. All of those

hindrances can be remedied by an actual implememntat the proposed circuit.
Additionally on chip quantizer could be used fogitizing the signals rather than
relying on an acquisition card to do this job, sinsampling jitter is under

investigation.

The final recommendation for future research is dlesign of an appropriate and

accurate delay line for the purpose of realising scheme.
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Appendix A
A. MOS M odel

*http://www.mosis.org/cgi-bin/cgiwrap/umosis/swpfpes/tsmc-
025/tébe_mm_non_epi_mtl-params.txt

* RUN: T6BE (MM_NON-EPI_THK-MTL) VENDOR: TSMC
* TECHNOLOGY: SCN025 FEATURE SIZE: 0.25 microns
*COMMENTS: TSMC 0251P5M

*SPICE 3f5 Level 8, Star-HSPICE Level 49, UTMOSTvEES

* DATE: Jan 23/07

*LOT: T6BE WAF: 8005

* Temperature_parameters=Default

.MODEL CMOSNO025 NMOS ( LEVEL =53
+VERSION = 3.1 TNOM =27 TOX =5.6E-9
+XJ = 1E-7 NCH =2.3549E17VTHO =0.3703728

+K1 =0.4681093 K2 =7.541163E-K3 =1E-3
+K3B =1.6723088 WO =1E-7 NLX =1.586853E-7

+DVTOW =0 DVT1IW =0 DVT2W =0

+DVTO =0.5681239 DVT1 =0.6650313DVT2 =-0.5

+U0  =284.0529492 UA  =-1.538419EWB =2.706778E-18
+UC  =2.748569E-11 VSAT =1.293771EA0 =1.5758996
+AGS =0.2933081 BO =-5433191E4 =-1E-7

+KETA =-4.899001E-3 Al =3.196943E-32 =0.5018403
+RDSW =126.2217131 PRWG =05 PRWB =-0.2

+tWR =1 WINT =0 LINT = 1.34656E-9

+XL =0 XW  =-4E-8 DWG =-1.127362E-8

+DWB  =-3.779056E-9 VOFF =-0.089138INFACTOR = 1.29317
+CIT =0 CDSC =24E-4 CDSCD =0

+CDSCB =0 ETAO =6.291887E-BTAB = 3.385328E-4

+DSUB =0.0449797 PCLM =1.5905872PDIBLC1 =1
+PDIBLC2 = 2.421388E-3 PDIBLCB =-0.075228 DROUT = 0.9999731
+PSCBE1 =7.947415E10 PSCBE2 =5.8496E-RVAG = 1.01007E-7

+DELTA =0.01 RSH =3.9 MOBMOD =1
+PRT =0 UTE =-15 KT1 =-0.11
+KT1L =0 KT2 =0.022 UAl1l =431E-9
+UB1 =-7.61E-18 UC1 =-56E-11 AT =3.3E4
+WL =0 WLN =1 wWww =0

+WWN =1 WWL =0 LL =0

+LLN =1 Lw =0 LWN =1

+LWL =0 CAPMOD =2 XPART =0.5

+CGDO =4.65E-10 CGSO =4.65E-10CGBO =5E-10

+CJ  =1.698946E-3 PB =099 MJ =0.450283

+CJSW =3.872151E-10 PBSW =0.82114181JSW =0.2881135
+CISWG = 3.29E-10 PBSWG =0.82114131JSWG = 0.2881135
+CF =0 PVTHO =-9.283858ERRDSW =-10
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+PK2 =4.074676E-3 WKETA = 7.164908E-BKETA =-7.349276E-3

*

.MODEL CMOSP025 PMOS ( LEVEL =53
+VERSION = 3.1 TNOM =27 TOX =5.6E-9
+XJ  =1E-7 NCH =4.1589E17VTHO =-0.4935548

+K1 =0.6143278 K2 =6.804492E-K3 =0
+K3B =5.8844074 WO =1E-6 NLX =6.938169E-9

+DVTOW =0 DVTIW =0 DVT2W =0

+DVTO =2.3578746 DVT1 =0.7014778DVT2 =-0.1881376
+U0 =100 UA =9.119231E-10B =1E-21

+UC =-1E-10 VSAT =1.782051E5A0 =0.9704347

+AGS =0.1073973 BO =2.773991EB1 = 8.423987E-7
+KETA =0.0104811 A1 =0.0193128A2 =0.3
+RDSW =694.5830247 PRWG =0.316963%RWB =-0.1958978

+tWR =1 WINT =0 LINT =2.971337E-8

+XL =0 XW  =-4E-8 DWG =-2.967296E-8

+DWB =-2.31786E-10 VOFF =-0.1152090\FACTOR = 1.1064678
+CIT =0 CDSC =24E-4 CDSCD =0

+CDSCB =0 ETAO =0.3676411ETAB =-0.0915241

+DSUB =1.1089801 PCLM =1.3226289PDIBLC1 = 9.913816E-3
+PDIBLC2 = -1.499968E-6 PDIBLCB =-1E-3 DROUT =0.1276027

+PSCBE1 =8E10 PSCBE2 =5.772776ERAVAG = 0.0135936
+DELTA =0.01 RSH =3 MOBMOD =1

+PRT =0 UTE =-15 KT1 =-0.11

+KT1L =0 KT2 =0.022 UAl1 =431E-9

+UB1 =-7.61E-18 UC1 =-56E-11 AT =3.3E4

+WL =0 WLN =1 WW =0

+WWN = WWL =0 LL =0

+LLN =1 LW =0 LWN =1

+LWL =0 CAPMOD =2 XPART =0.5

+CGDO =5.59E-10 CGSO =5.59E-10CGBO =5E-10

+CJ =1.857995E-3 PB =0.977169MJ =0.4686434
+CISW =3.426642E-10 PBSW =0.871788MJSW = 0.3314778
+CIJSWG =2.5E-10 PBSWG =0.871788MIJSWG = 0.3314778
+CF =0 PVTHO =4.137981E-BRDSW =7.2931065

)

+PK2 =2.600307E-3 WKETA =0.0192532LKETA =-5.972879E-3 )
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Appendix B
B. Schematics

Figure B.1 shows the oscillator used in the desigme oscillator is connected to
signal conditioning circuitry.
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Figure B.1: Oscillator with signal conditioning ciuit.
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Figure B.2: Phase demodulator.
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Figure B.3: Mixer.

The following are signal extraction commands:

. def wave
. def wave
. def wave
. def wave
. def wave

*

osc=v(osc0)-v(oscl)
oscnl =v(oscnl 0) -v(oscnl 1)
env=v(envp)-v(envn)
si g=v(SigP)-v(SigN)
mux=v( MJXp) - v( MJXn)

> WX

(]

;

Jes

al

es

£

S
23

S

dxNN <1



. def mac onval (wave, cl k) =yval (wave, xt hres(cl k, 0))

* extract

. extract
. extract
. extract
. extract
. extract

| abel =osc VECT $onval (w(osc), v(pls))
| abel =env VECT $onval (W env), v(pls))
| abel =oscx VECT tcross(wosc), VTH=0)
| abel =si g VECT $onval (W(sig),wosc))
| abel =si gnl VECT $onval (WM si g),woscnl))
| abel =mux VECT $onval (w( mux), v(pls))
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