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Abstract

Wavelength Division Multiplexing (WDM) is an important technique which allows the trans-

port of large quantities of data over optical networks. All optical WDM-based networks have

been used to improve overall communication capacity and provide an excellent choice for the

design of backbone networks. However, due to the high traffic load that each link can carry

in a WDM network, survivability against failures becomes very important. Survivability in

this context is the ability of the network to maintain continuity of service against failures,

since a failure can lead to huge data losses. In recent years, many survivability mechanisms

have been studied and their performance assessed through capacity efficiency, restoration

time and restorability. Survivability mechanisms for ring and mesh topologies have received

particular attention. Ring mechanism has the merit that it can offer fast restoration time

(50 ∼ 60 ms), but it requires redundancy in the order of 100 % ∼ 200%, (the ratio of spare

capacity to working capacity). On the other hand, mesh protection mechanisms require

less redundancy (50 % ∼ 70 %) than ring mechanisms, but have higher restoration time.

The concept of pre-configured protection cycle (p-cycle) has been developed as a hybrid

of ring and mesh protection mechanisms, it benefits from the fast restoration time of ring

protection and the capacity efficiency of mesh topologies. The p-cycle method is based on

closed cyclic routes to reduce restoration time. However, unlike the ring mechanism which

only protects the working channels on the ring, the p-cycle method offers useful back up

paths for protecting the straddling spans as well as the on-cycle spans. Interestingly, the

p-cycle method can offer two restoration paths for straddling spans. As a result, p-cycle is

reliable and effective in capacity utilization in optical mesh networks.

The purpose of this thesis is to investigate and design survivability algorithms based on

the concept of p-cycles in optical WDM mesh networks, with the aim of balancing optimality

iii



of solution and computational complexity. We shall propose two new heuristic approaches

to compute efficient p-cycles that can lead to superior performance in terms of capacity

efficiency. First we determine a set of p-cycles through identification of fundamental cycles

in the network, and then an Integer Linear Program (ILP) formulation is applied to protect

the whole given traffic demand. Secondly, we propose a heuristic approach without using the

ILP model based on a matching criterion between the distribution of the working channels

and the distribution of the protected channels on the selected set of p-cycles. Significant

results has been achieved in terms of capacity efficiency and restoration time through the

set of p-cycle algorithms developed in this thesis.
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Chapter 1

Introduction

With the rapid evolution of network capability, a huge demand for network service has

arisen. This demand is increasing to serve new applications such as video, movies online

and multimedia communications. Conventional copper wire-based networks are not enough

to support this exponentially growth in bandwidth demand as they are limited by electronic

speeds to a few Gbps [1]. Thus, such networks are not able to guarantee serving Quality

of Service (QoS) for future network demand. However, optical networks are promising to

satisfy network demand for future backbone networks. Current optical networks technically

offer bandwidth demand on the order of 50Tbps within extremely low bit error rates [2]. In

addition, the potential capabilities of an optical network can include [2];

• a huge bandwidth,

• low signal attenuation of as low as 0.2dB/km,

• low signal distortion and low power requirement,

• low material usage,

• small space requirement,

• high speed transmission.
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With these advantages, optical networks are becoming an excellent choice as trans-

mission systems for future backbone networks. Optical networks are able to provide high

speed transport services to predominant client layers, such as Internet Protocol (IP), Asyn-

chronous Transfer Mode(ATM) and Synchronous Optical NETwork (SONET) / Synchronous

Digital Hierarchy (SDH). These services may cooperate with user applications. Several other

layer combinations are possible such as IP over SONET over optical and ATM over opti-

cal [3]. Fig. 1 presents a layered view of a network consisting of a second generation optical

layer that supports a variety of client layers above an optical network.

 

ATM layer 

SONET/SDH layer IP layer ESCON layer 

Light paths 

SONET/SDH 
connections 

Virtual circuits 

User applications 

Datagrams 

Optical layer      

Virtual circuits 

Figure 1.1: Service layer of optical network

In optical networks, Wavelength Division Multiplexing (WDM) has been developed as

a technology that can satisfy the required bandwidth demand for the future [1]. Multiple

wavelength channels defined as units of capacity, are used to transmit over one single span in

WDM networks. This makes it possible for WDM optical networks to solve the bandwidth

crunch problem for future backbone networks. However, a channel failure such as fiber cuts

or component error can lead to losses of huge amount of date in telecommunication networks.

The interruption of service for a even short time may have disastrous consequences unless
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the channel failure is immediately recovered. For this reason, survivability against network

failures is a particularly important issue. Network failures basically occur at either nodes

or links of the network. Link failure is caused by cable cuts while node failure refers to

the failure of components at the network nodes. The survivability of a network refers to

a network’s capability to provide continuous service and maintain quality of service in the

presence of such failures. In this context, survivability can be classified into three categories:

1) prevention, 2) network design, 3) traffic management and restoration [4]. Prevention

focuses on improving equipment and system reliability. Network design aims to achieve

efficiency in terms of sufficient spare capacity and faster restoration time against failures.

Traffic management and restoration are concerned with the network load in the event of

failure and connection re-establishment around the failure. This thesis focuses on network

design and survivability.

As mentioned above, WDM transfers optical signal using different wavelengths over a

single optical fiber so that the technology is more efficient in terms of utilizing capacity.

However, WDM poses routing and wavelength assignment (RWA) problems when several

optical signals share the same fiber in the networks. A lightpath, which is an optical channel,

must use the same wavelength to transfer optical signals from a source node to a destination

node. This consideration is known as the wavelength continuity constraint. This can lead

to high blocking probability and inefficient utilization of wavelength channels. To overcome

this problem, wavelength converters are utilized and many researchers have investigated

their use [5, 6, 7]. However, we do not consider wavelength converters since RWA problems

are out of scope of this thesis. Thus, we assume that full wavelength is available at all nodes

in the network.
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1.1 Research Motivations

Many researchers have investigated the issue of network survivability. Survivability should

guarantee maximum restorability to provide QoS against failures. There exists both pre-

planned protection and dynamic restoration mechanisms in survivability. Dynamic protec-

tion methods are not able to guarantee 100% protection, but offers faster restoration time [8].

Pre-planned protections, however, provide 100% protection by reserving alternative paths in

advance [8]; hence this mechanism is a more interesting development in survivable networks.

In pre-planned protection, two distributed network survivability schemes have received par-

ticular attention [9, 10, 8] over the last few years. The first approach is the ring protection

mechanism. This scheme can offer fast restoration time, but it requires redundancy in the

order of 100% ∼ 200% (the ratio of the amount of spare capacity required to the total

working capacity used in the network). The second approach is the mesh protection mech-

anism. This mechanism can utilize efficient spare capacity and the redundancy is 50% ∼
70%, but this scheme needs more restoration time than ring protection mechanisms and is

more complicated to implement [11].

To tackle the restoration time issues of mesh protection mechanism and the capacity

issues of ring protection, pre-configured protection cycle (p-cycle) has been proposed by

Grover [12]. The basic ideal of p-cycle protection has been developed to utilize the advan-

tages of both ring and mesh protection mechanisms. It benefits from the fast restoration

time of ring mechanisms and the capacity efficiency of mesh mechanism. p-Cycle protec-

tion makes it possible to achieve low spare capacity by determining an appropriate set of

p-cycles [11]. However, determination of the optimal set of p-cycles for protection is an

NP-hard problem. Existing approaches for solving the p-cycle problem are through the use

of an Integer Linear Programming (ILP) model or using heuristic methods. The objective
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of the ILP model is to achieve the optimal solution in terms of minimizing the spare ca-

pacity while maintaining 100% protection. However, the ILP model becomes intractable

with large scale networks where the number of possible variables is very high. This gives

the motivation to investigate heuristic approaches for p-cycle network design. Heuristic

approaches can achieve near optimal solutions within acceptable restoration time. Most of

the research efforts in p-cycle network design have been focused on heuristic approaches to

make the ILP model solvable. Simple and efficient heuristic methods are greatly desirable.

1.2 Thesis Objective

The main objective of this thesis is to investigate the problem of designing surviv-

able WDM Networks based on p-Cycles. In general, computational complexity and

optimality of solutions are two performance metrics which pose conflicting requirements in

optimization problems. Furthermore, the balance of these two metrics is important and has

been the subject of significant research. Hence, this thesis investigates the balance these

two performance metrics whilst achieving 100% protection against network failures.

1.2.1 Optimality of solutions

One of the most important issues in the network optimization problem is capacity utilization.

It is generally evaluated by measuring the redundancy. Low redundancy is more efficient

than high redundancy due to the fact that high redundancy requires large spare capacity

to protect against failures. The objective of this thesis work is to find capacity optimized

p-cycles in the network that minimize the use of spare capacity and then achieve optimality

of solutions using a set of p-cycles found. That is, we investigate a new framework for

computing an efficient set of p-cycles which can lead to superior performance in terms of

capacity utilization in network protection.



6

1.2.2 Computational complexity

Computational complexity is an important factor when evaluating an algorithm. It is

defined as the time it takes for an algorithm to find a solution. As discussed, the ILP model

suffers from high computational complexity in dense networks even though it computes the

optimal solution. If an algorithm can achieve a near optimal solution within an acceptable

computational complexity, it will likely be a more desirable solution to the problem. In

addition, computational complexity is an important issue to save money in reality. Because,

if the network failures are not recovered from as quickly as possible, voice-call revenue

losses can accrue at $100,000 a minute [13]. Therefore, one of the objectives in this thesis

is to investigate the possibility of using a heuristic method in order to achieve the best

performance in terms of computational complexity.

1.2.3 Balancing optimality of solution and computational complexity

Computational complexity and optimality of solutions are usually traded off against each

other. Even though fast computation time can be achieved, low redundancy can not al-

ways be guaranteed. This is because fast computation time sometimes requires trading off

network redundancy. In this thesis, computation time and the capacity utilization can be

managed by our proposed approaches to achieve the desired requirements in terms of 100%

restorability. Consequently, we wish to ensure 100% protection while minimizing the total

spare capacity and reducing computation time.

1.3 Outline of The Thesis

This thesis is organized as follows.

Chapter 2 describes various schemes for network survivability and contains an intro-

duction to the basic concepts of pre-configured cycle protection (p-cycle). In addition, it
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reviews the previous work done in terms of ILP models and heuristic approaches for p-cycle

network design.

Chapter 3 introduces the preliminary graph theory and the notations used in this thesis.

It also presents the real network topologies employed to evaluate our proposed approaches

and details the assumption which the work of this thesis is based.

Chapter 4 presents a heuristic approach to network protection based on ILP model and

gives some definition for the algorithms presented. Simulation results are then reported and

these are compared with both exiting heuristic approaches and optimal solution.

Chapter 5 introduces a purely heuristic approach without an ILP model and examines

the approach under a given traffic demand in a set of test networks. An analysis of the

performance is presented in this chapter.

Chapter 6 offers some conclusions and discusses future research for survivability in mesh

networks. Finally, it provides a summary of the research contributions made.
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Chapter 2

Background and Literature Review

In this chapter, we describe optical networks and the main features of optical WDM net-

works. We present briefly Routing and Wavelength Assignment (RWA) and Wavelength

Conversion (WC) problems in WDM networks and existing solutions to tackle these prob-

lems are described. In addition, this chapter reviews survivability mechanisms that have

been developed and existing algorithms to solve challenges for p-cycle network design in

terms of optimization of solution and computational complexity.

2.1 Optical WDM Network

Optical networks are a communication systems which are based on single or multiple wave-

lengths of light for transmission. It is a promising technology for accommodating growing

bandwidth demands. Each node in the network is equipped with a set of transmitters and

receivers to provide data transmission with each end-node connected via a lightpath. Op-

tical networks can be classified into three categories depending on transmission method:

Time Division Multiplexing (TDM), Code Division Multiplexing (CDM) and Wavelength

Division Multiplexing (WDM). Each of these handles multiple demands using either time

slots, wave shape or wavelength [14, 15, 16], respectively. WDM is more popular than

TDM and CDM. This is because TDM and CDM require more complex hardware and

synchronization whereas WDM is able to use components that are already available.

10
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Optical networks employing WDM carry out data transmission along multiple wave-

lengths on each fiber. Fig 2.1 presents a diagram of a WDM transmission system. In

general, WDM networks support 16, 32, 64, 128 or 256 wavelengths over a fiber, i.e., each

wavelength is a single transmission channel at the required bit rate. Thus, optical WDM

networks are able to carry a huge amount of traffic demand.

4λ  

3λ  

2λ  

1λ  

4321 ,,, λλλλ  

4λ  

3λ  

2λ  

1λ  

 

Figure 2.1: Configuration of a basic WDM transmission system

However, blocking is a big challenge in the design of WDM networks as mentioned

before. Two existing approaches to improve blocking performance are routing wavelength

assignment (RWA) and wavelength conversion (WC) placement. These two approaches have

been investigated to minimize blocking probability. We present only brief introduction of

the RWA and WC approaches since these are outside of scope of this thesis.

2.1.1 Routing and wavelength allocation

RWA is the basic control problem for transmission of data in a WDM network. If there

exists enough wavelength channels in all fibers, lightpaths are set up to connect each end-

node without a RWA problem. But, unfortunately, in practice fibers have a limited number

of wavelengths so that RWA becomes a challenging network problem for data routing in

WDM network.

RWA is classified into two types of problems depending on traffic demand: static and

dynamic [17]. For static traffic, the connection requests are known in advance and lightpaths
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for these connections are set up. The objective is to minimize the number of wavelength

channels requested for a given network. The RWA problem for static traffic is known as

Static Lightpath Establishment (SLE) [18]. On the other hand, for dynamic traffic, a light-

path is established for each connection request when a connection request arrives. The

objective is to establish a lightpath and assign wavelengths to maximize connection proba-

bility or improve the blocking performance. The RWA problem for dynamic traffic is known

as Dynamic Lightpath Establishment (DLE) [18]. Many algorithms to solve these problems

are found in the literature [19, 20, 21, 22, 23, 24, 25, 26, 27, 28, 29] and summarised in

Fig 2.2. The RWA problem can be decoupled into two sub problems: the routing sub-RWA problemsRouting Problems Wavelength AssignmentsFixed routing Fixed alternate routingAdaptive routingShortest cost path
Static DynamicGraph-coloring Random

Least congested path ILP First FitLeast used/ pack Min-productLeast Loaded Max sumRelative capacity loss Wavelength ReservationProtection Threshold
Figure 2.2: Algorithms for RWA problems

problem and the wavelength assignment subproblem. For the routing subproblem, there

are three well-known approaches in literature: fixed routing, fixed alternate routing and
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adaptive routing. For the wavelength assignment subproblem, various heuristics and an

ILP model have been proposed as shown in Fig 2.2

Routing problem

• In fixed routing, the most basic approach to a connection is to select the same fixed

path between a source node and the destination node. The fixed shortest path routing

approach is one such approach [18]. It pre-determines the routes using standard short-

est path algorithms, such as Dijkstra’s algorithm or the Bellman Ford algorithm or

the modified Dijkstra algorithm. A connection is then set up using the pre-determined

route. The fixed shortest path routing is simplest, but it leads to high blocking proba-

bility if sufficient wavelength channels are not available. Thus, this approach requires

a large number of wavelengths along the path.

• In fixed alternate routing, multi-routes between a source node and the destination

node are selected and a source node sets up connection when a connection request

arrives. If the connection is not able to find an available wavelength along the shortest

path route, a source node attempts to establish a connection along the second shortest

path route from an ordered list of a number of fixed routes [18]. Therefore, the fixed

alternate routing can reduce the blocking probability compared with fixed shortest

path routing. Moreover, this approach is flexible and simple to establish a connection.

• In adaptive routing, the connection is dynamically selected dependant on the current

network state such as traffic patterns and channels available. Two well-known ap-

proaches are adaptive shortest cost path routing and least loaded path routing. For

adaptive shortest cost path routing, each unused link has a cost of 1 unit, a route

selects a shortest cost path upon arrival of a connection request. For least loaded

path routing, a connection is determined by the number of wavelengths available on a

link. The link which has enough available wavelengths is first considered to establish
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a connection. Both of those approaches always provide shortest paths. If there exist

multiple paths with the same distance, one of them is dynamically selected.

Wavelength assignment problem

For dynamic wavelength assignment, heuristic approaches are required to assign wavelengths

to route a connection. In Fig. 2.2, the first seven methods are to reduce the blocking prob-

ability for the new connection. Wavelength Reservation and Protecting Threshold improve

blocking performance for a connection that traverses more than one link [18]. Static wave-

length assignment can be formulated as an ILP model to minimize the blocking probability.

The ILP formulation is expressed as follows.

Notation:

s source node

d destination node

w wavelength on link

Γs,d,w the traffic demand from source node to destination node on any wavelength

T s,d,w
i,j the traffic demand from source node (s) to destination node (d) on link i,j

using wavelength

ϑs,d the number of connections requested between source node and destination node

Objective:

minTmax (2.1.1)

Subject to:.

Tmax ≥
∑

s,d,w

T s,d,w
i,j ∀i, j (2.1.2)

∑

i

T s,d,w
i,j −

∑

k

T s,d,w
j,k =





−Γs,d,w if s is equal to j

Γs,d,w if d is equal to j

0 otherwise

(2.1.3)
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∑
w

Γs,d,w = ϑs,d (2.1.4)

T s,d,w
i,j = 0, 1 (2.1.5)

∑

s,d

T s,d,w
i,j ≤ 1 (2.1.6)

2.1.2 Wavelength conversion

It is impossible to establish lightpaths between nodes if the available wavelengths on links

are different even though there exists a free wavelength. This is because the wavelength

continuity constraint should be considered to establish any lightpath in the WDM network.

This may cause a high blocking probability. However, if the network supports a capability

for wavelength conversion (WC) at every node, this problem disappears.

WC is a transformation device to convert the optical signal from the incoming wave-

length to the desired wavelength. Fig. 2.3 shows an example of wavelength conversion.

In generally, WC is classified into two types: opto-electro-opto (OEO) conversion and all

optical conversion [3].

• optical crossconnects with opto-electro-opto conversion, which converts sig-

nals from the optical domain to the electronic domain and then convert them back to

the optical domain.

• all optical crossconnections, in which signals remain in the optical domain.

An ideal all optical wavelength converter should contain the following characteristics [6,

30]:

• Simple implementation,
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Figure 2.3: Wavelength conversion

• insensitivity to input signal polarization,

• possibility for same input output wavelengths,

• conversion of both shorter and longer wavelengths,

• fast setup time of output wavelength,

• transparency to bit rates and signal formats,

• moderate input power levels,

• low-chirp output signal with high extinction ratio and large signal to noise ratio.

WCs have different wavelength conversion capabilities. There exists full wavelength

conversion and limited wavelength conversion [31]. Full wavelength conversion is able to

convert any wavelength to any other wavelength without any restriction since WC is avail-

able at any node. However the number of nodes in the network may be hundreds or even

more. Hence, a huge number of WCs are required. On the other hand, limited wavelength

conversion utilizes a small number of wavelength converter to achieve a blocking perfor-

mance close to full wavelength conversion. However, using a limited wavelength conversion

is more complex and it is still unknown how many converters are required to achieve a sat-

isfactory performance [31]. In addition, wavelength conversion increases network cost since

this still remains very expensive. Thus, the problem of wavelength converter placement is

important to save cost and minimize blocking probability. The optimal placement of con-

verters in WDM mesh networks is an NP-hard problem. Many heuristic algorithms have
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been proposed to solve the WC placement problem in [32, 33, 34, 35, 36, 37]. An objective

of most approaches is to minimize the overall blocking probability using a small number of

wavelength converters.

2.2 Network Survivability

Currently, optical WDM networks are required to satisfy the growing network traffic de-

mands. Therefore, survivable network design against failure in WDM network becomes a

critical issue since a channel failure can lead to huge data losses. In this context, each

primary path affected by the failure has to be switched to an alternative path. The pri-

mary paths are called working paths and alternative paths are called backup paths. Many

researchers have studied traditional networks as well as optical networks and several sur-

vivability schemes have been proposed so far. The technique for survivability in optical

networks can be classified into two categories depending on how the spare capacity is al-

located: pre-planned protection and dynamic restoration [38]. We will first discuss the

survivability based on these categories. The classification of the survivability techniques

is shown in Fig 2.13. Furthermore, we review Shared Backup Path Protection (SBPP)

and Pre-configured protection cycle (p-cycle), in which the protection paths are known in

advance. Specially, p-cycle protection is becoming popular since this method can balance

between the capacity utilization and computation time as discussed in chapter 1.

2.2.1 Pre-planned protection

Pre-planned protection reserves backup paths against failure at the same time as the working

paths are allocated. All working channels are dynamically switched to reserved paths in

the case of failure. Automatic Protection Switch (APS), Self Healing Ring (SHR) network

mechanism and mesh network mechanism belong to pre-planned protection since these

schemes allocate backup paths in advance. This protection technique is able to offer fast
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Figure 2.4: Automatic protection switching

computation time since backup paths are pre-computed and the nodes on the working path

only need to be changed to the nodes on the backup path. However, capacity utilization

is a major challenge in these protection scheme, except for the mesh network mechanisms.

Unlike the other two schemes, the mesh mechanism offers efficient capacity utilization, but

has higher computation time.

Automatic Protection Switching (APS)

Automatic Protection Switching is one of the attractive schemes to provide satisfactory

quality of service in the networks. The APS can be divided into three different architectures

depending on the assignment of protection resources: 1+1 APS, 1:1 APS and 1:N APS.

These three models select backup path after link failures. 1+1 APS is a sort of dedicated

protection, 1:1 APS and 1:N APS are shared protection.
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a) 1 + 1 APS

1 + 1 APS transmits the signal of information on a working link and a backup reserved

link at the same time. The destination node monitors the two received signals and selects the

better one. Upon a single link failure, the receiver at the destination dynamically switches

solely to the backup channel to maintain the service. The advantage of this technique is

that it is able to offer fast restoration time because of the fastest possible switching speed,

which requires 60ms or less [39, 8]. However, 1+1 APS requires large spare capacity and

at least 100% redundancy. This is because this technique does not allow sharing of spare

capacity for other uses. Fig 2.4(a) illustrates the 1 + 1 APS configuration.

b) 1 : 1 APS

1 : 1 configuration offers a reserved channel for each working channel. Unlike 1+1 APS,

1:1 APS only transmits the optical signal on the working channel and the reserved channel

does not carry this signal. In addition, the reserved channel can be used to transmit low

priority traffic. The low priority traffic is redirected and the working channel switches to

the reserved channel when a single link failure occurs. For this reason, this method is better

than 1+1 APS in terms of network capacity utilization. On the other hand, its restoration

time is higher than 1+1 APS since the working channel must switch to the reserved channel

after a failed link is detected. Fig 2.4 illustrates the 1 : 1 APS configuration.

c) 1 : N APS

Fig 2.4(c) shows a shared link protection scheme, the 1 : N configuration. In this

configuration, N working channels share a single reserved channel to recover against single

link failures of any of the N working links. The shared link protection only covers the

failure of any one of the N working links and thus the traffic has to be switched back to

the primary working link after the failure is repaired. The reserved link is able to only

protect any one failure of the working channels. Consequently, 1 : N APS configuration

offers efficient capacity utilization but it has high blocking probability when a protected
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link fails. An extension of 1:N APS, the k:N configuration, in which k reserved channels are

available, is more popular.

Self Healing Ring (SHR)

In optical networks, a ring topology, known as Self Healing Ring (SHR), is the simplest

protection network and has been suggested in [39, 40]. SHR can easily provide 100%

restorability and offer faster computation time because of simple control management and

simple routing policy. Hence, it is a promising architecture in reality. On the other hand,

the main problem with ring networks are that these require at least 100% redundancy, and

sometimes over 200% ∼ 300% [41]. The basic idea of SHR is that half of total capacity is

reserved for working capacity while the other half is used as spare capacity. Upon a failure

of a single link, the working channel is rerouted along a backup channel in the opposite

direction. The SHR is classified into two categories depending on the direction of traffic:

unidirectional SHR (USHR) and bidirectional SHR (BSHR) [38]. The configuration of these

SHR is shown in Fig 2.5.

a) Unidirectional SHR (USHR)

USHR contains two optical ring fibers, where one transmits the primary signal as the

working channel and another transmits the backup signal as the reserved channel. When

a network failure occurs, the working channel is dynamically switched to the protection

ring for the backup channel. The backup signal is rerouted in the opposite direction to the

primary signal. Also, the primary signal from source to destination node is transmitted on

one working fiber ring and the return signal travels on the opposite side of that ring in the

same direction [42]. An example of USHR is shown in Fig 2.5(a).

Two type of configuration in USHR are path protection switched USHR (USHR/P)

and line protection switched USHR (USHR/L) as illustrated in Fig 2.5(b) and 2.5(c),

respectively. The difference between them is the rerouting process. USHR/P transmits
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working traffic in both the working path and the protection path, and the receiver at the

destination chooses the stronger signed out of the two, to maintain the service in the event

of failure. Thus, USHR/P is the fastest but only used to transmit low traffic demand.

On the other hand, in USHR/L, the node-pairs of a failure are switched to the protection

channel to protect the traffic affected by a failed link.

b) Bidirectional SHR (BSHR)

The BSHR is divided into two architectures depending on the number of fiber channels

in the ring: BSHR/2 and BSHR/4. BSHR/2 is defined as two fiber channels protection.

Half of the capacity on each ring is used to serve the working capacity and the other half

is for the spare capacity. This means that the wavelength channel of each fiber is divided

into two equal parts [42]. Fig 2.5(d) shows two fiber channels protection configuration in

BSHR. On the other hand, in four fiber channels protection (BSHR/4), two fiber rings are

reserved for working channel and the other two fiber rings are for the protection channels

as shown in Fig 2.5(e). When a single link failure occurs, the two end nodes of a failed link

are reconnected to the reserved channel.

From the literature review, BLSR is more efficient in terms of network capacity than

USHR. However, capacity utilization in SHR is one of the performance metrics, which

poses conflicting requirements, as discussed. These schemes require high redundancy but

offer fast computation time, which is generally around 50ms. Thus, many researchers have

investigated a balance between capacity utilization and computation time [43, 44].

Mesh network based survivability

Despite the fact that the most popular physical topology is the SONET Self-Healing Ring

(SHR) network, mesh networks are becoming important. This is because the mesh topology

is preferred for large networks while ring topology is for simple and small-scale networks.

In mesh network survivability, it is more complicated to solve the optimization problem
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Figure 2.5: The self-healing ring configuration
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since a higher number of routing and wavelength channels must be considered. But, mesh

network survivability offers high capacity utilization because spare capacity can be shared

to protect against network failures so that this network mechanism is preferred more from

an efficiency point of view. Mesh network based survivability is classified into two categories

depending on the re-connecting process: path protection and link protection.

a) Path protection

In path-based survivability, the fault notification message informs the source node and

the destination node of each path that traverses the failed link. When network failure

occurs, the working path is switched to the reserved path which should be disjoint from the

corresponding working path. The reserved path is allocated between the end node pairs of

path. For example, failed link (2-3) is recovered by the reserved path (1-6-5-4) as shown

in Fig 2.6(a). Path based survivability is more efficient in capacity utilization compared

to link based survivability, since it only needs spare capacity for the whole reserved path

instead of every link along the path [45].

b) Link protection

In this method, all alternative paths have already been reserved when the working path

is computed. Upon a link failure, the end node pairs of the failed link are immediately

switched to the reserved path. In link based survivability, restoration time is faster than

path based survivability since path mechanism require a longer time to generate a fault

notification message. Fig 2.6(b) illustrates an example of link based survivability. The

node pairs of the failed link (2-3) are automatically switched to the reserved path (2-6-5-3).

2.2.2 Dynamic restoration

Dynamic restoration dynamically discovers backup paths in the network after a link fails.

Typically, this is more efficient in term of capacity utilization than pre-planned protection

since it is not necessary to reserve spare capacity. On the other hand, computation time is a
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Figure 2.6: Two basic survivability mechanisms in mesh networks

challenging problem to tackle in dynamic restoration. This mechanism can be classified into

path restoration and link restoration. Path restoration is more efficient than link restoration

in terms of spare capacity utilization. As a comparison of computation time between path

restoration and link restoration, S. Ramamurthy et al. [8] shows that link restoration is

faster than path restoration.

a) Path restoration

In this method, an alternative path is immediately determined from the source node to

the destination node when a failure occurs. This technique is not able to guarantee 100%

restorability since the path for recovery may be blocked easily when the network capacity

is exhausted at failure time. Hence, various researchers have investigated how to find a

solution to this problem. In addition, computation time (T) is an important issue and

should be given due consideration. It is calculated as [8]:

T = F + (m + 1)C + 2(m + 1)D + 2mP. (2.2.1)

where m is the number of hops in the restoration path, F is the time to detect a link

failure, C is the time to configure, test and setup an OXC, D is the time to process a

message at a node, and P is the propagation delay on each link.

b) Link restoration
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In link restoration, spare capacity is reserved at the time of failure. It dynamically

discovers a backup channel around the adjacent nodes of the failed link. Thus, this offers

efficient capacity utilization. Network failure can be recovered through any number of

reserved channels. The computation time has to be discussed to serve the quality of service

in link restoration and the time formulation is given as [8]:

T = F + nP + (n + 1)D + (m + 1)C + 2mP + 2(m + 1)D (2.2.2)

where n is the number of hops from the source-end node of the failed link to source node

of the connection.
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2.2.3 Shared Backup Path Protection (SBPP)

Shared Backup Path Protection is similar to the 1 + 1 APS scheme in that two disjoint

paths, a working and backup path, are routed to transmit the optical signal. However, this

scheme is able to share spare capacity over the backup channels from multiple services [46].

For this reason, SBPP can offer efficient capacity utilization. In SBPP, one or more backup

paths are found between the source and the destination node of the primary working path,

but only one backup path is selected to protect against network failures. The backup path

has to be link and node disjoint from the primary path. This is because link or node on a

working path may be affected when that working path fails. Fig 2.8 shows a set of three

working paths that can share spare capacity in SBPP. Each working path has a backup path

that is pre-computed and a number of backup paths can share spare capacity on some spans.

For example, every working path shares link E-F for backup in Fig 2.8, this is possible since

they are disjoint with their corresponding primary paths. Also, link E-G shares two backup

paths. The spare capacity is pre-allocated to protect against network failure.

In the event of a single link failure, the nodes on the working path have to re-configure

to switch to the backup path, which affects the service restoration time. Typically, the

restoration time is about 200 ms [13, 47]. SBPP is one of the survivability techniques

which offers great capacity efficiency, but with a slow computation time.

2.2.4 Pre-configured protection cycle

Pre-configured protection cycle (p-cycle) is classified as link protection in mesh networks.

The basic idea of p-cycles is to recover failures using ring network mechanism in a mesh

network. This mechanism is a promising approach for solving the network design problem

in the context of survivability.
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Basic definitions of p-cycle

The basic concept of p-cycle has been proposed by Grover and Stamatelakis in 1998 [11,

12, 48]. It has been developed as a hybrid of the ring and the mesh protection mechanisms.

It benefits from the fast restoration time of ring protection and the capacity efficiency of

mesh topologies. The p-cycle method is based on closed cyclic routes. However, unlike the

ring mechanism which only protects the working channels on the ring, the p-cycle method

offers useful backup paths for protecting the straddling links as well as the on-cycle links. A

straddling link of a p-cycle is a link which does not belong to that cycle but whose end-nodes

lie on the p-cycle. For example, in Fig 2.9(a), spans C-E and C-F are straddling links of p-

cycle (A-C-B-F-E). The p-cycle method is able to offer two restoration paths for straddling

links without requiring any spare capacity. As a result, this technique is a reliable and

effective method for utilization of capacity in optical mesh networks. Table 2.1 presents a

comparison of the ring, mesh and p-cycle protection mechanisms.

Fig 2.9 shows an example of p-cycle contribution. Fig 2.9(a) illustrates a p-cycle (A-B-C-

D-E-F). An alternative path for the failure of an on-cycle link provides a single restoration
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Ring Mesh p-cycle
Restoration time 50 - 60msec 100msec - 2sec 50 - 60msec
Redundancy 100% or more than 200% 50 - 70 % 50 - 70 %
Network design simple complex simple
Capacity efficiency low High High
Cost low High low

Table 2.1: Comparing Ring, Mesh and p-cycle
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Figure 2.9: Example of p-cycle contribution on a alternative path
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path as shown Fig 2.9(b). But when straddling link (E-F) fails, the two nodes spanning

the failed link are switched to the alternative path and capacities are reserved in both

directions along the cycle by the p-cycle. In addition, the p-cycle method provides two

alternative paths for that failure as shown in Fig 2.9(c).

p-Cycle protection offers useful restoration paths depending on the relationship to the

failed link. Searching suitable paths is an important issue in p-cycle protection since efficient

paths can offer better capacity efficiency. The notation ui,j presents the number of useful

paths, where the jth p-cycle offers paths for working capacity when the failure of span i

occurs. The number of useful path p-cycles is summarized below [13]:

• ui,j = 0 if one or both end nodes of span i are not nodes of cycle j.

• ui, j = 1 if both end nodes of span i are nodes of cycle j and span i is not on the cycle.

• ui,j = 2 if both end nodes of span i are nodes of cycle j and span i is not on the cycle.

p-Cycle in WDM optical networks

p-Cycle protection makes it possible to minimize the redundant capacity by determining

an appropriate set of p-cycles. However, determining an efficient and sufficient set of p-

cycles is difficult. Many researchers have investigated how to construct suitable candidate

p-cycles for solving this optimization problem. Two versions of the optimization have been

investigated the non-joint version and the joint version [49]. The objective of the joint

version is to minimize the total capacity. It minimizes working capacity and spare capacity

jointly by using p-cycles while maximizing the restorability. On the other hand, the non-joint

version minimizes the working capacity and spare capacity separately. That is, after the

distribution of working capacity in the non-joint version is known, a set of candidate p-cycles

is computed to minimize spare capacity with maximum protection capability. According

to the literature, the joint version of optimization may achieve better capacity utilization

but has a higher complexity and requires a longer computation time [50]. Currently, ILP
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models and heuristic methods are being studied and investigated to solve this optimization

problem.

ILP formulations

The ILP formulation may be of two types: non-joint optimization and joint optimization.

For non-joint optimization, the ILP model has two basic formulations for designing p-cycle

networks [51, 48]. The first formulation is to maximize restorability within a given capacity

and placement of spare capacity. It has been shown that results of close to 100% protection

are achievable. The parameters in the models are as follows [48]:

E the set of network spans.
P the set of all candidate cycles in the network.
zj the number of unrestorable working channels on span j.
wj the number of working wavelength channels on span j.
sj the number of spare wavelength channels on span j.
xj,k the number of useful path cycles k can cover after failure of span j.
Rj the number of unprotected working channels on span j.
nj the number of unit capacity copies of cycle j.
uj,k 1 if span k is on cycle j, 0 otherwise.
aj the number of available protection paths on span j.
qj the cost of span j.

Maximizing restorability with p-cycles is expressed as:

min
|E|∑

j=1

zj (2.2.3)

subject to:

sj ≤
|P |∑

k=1

xj,k · ni, ∀k = 1, 2, ..., E (2.2.4)

Rj +
|P |∑

k=1

uj,k · nk = wj + aj , ∀j = 1, 2, ...E (2.2.5)

0 ≤ Rj ≤ wj ∀j = 1, 2, ...E (2.2.6)
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nk ≥ 0 ∀k = 1, 2, ...E (2.2.7)

Rj ≥ 0 ∀j = 1, 2, ...E (2.2.8)

The second formulation determines a set of optimal candidate p-cycles with minimum spare

capacity. The objective of the model is to minimize spare capacity for 100% p-cycle restora-

bility [48]. This formulation can basically offer the optimal solution. The objective function

here is:

min
|E|∑

j=1

qjsj (2.2.9)

subject to:

sj =
|P |∑

k=1

xk,j · nk, ∀k = 1, 2, ..., E (2.2.10)

wj ≤
|P |∑

k=1

xj,k · nk, ∀j = 1, 2, ...E (2.2.11)

nk ≥ 0 ∀k = 1, 2, ...P (2.2.12)

sk ≥ 0 ∀k = 1, 2, ...E (2.2.13)

However, the main problem with ILP is that it requires all possible cycles, which can be a

very large number in dense and large scale networks. Thus, the computational complexity

in ILP formulation is a complex issue. To overcome this problem, Dominic A. Schupke [52]

has proposed a new ILP formulation for non-joint optimization without enumeration of

candidates. But the model is very complex, thus they also suggests a four-step heuristic

which makes the calculation tractable in the model.

For joint optimization, H. N. Nguyen has proposed a p-cycle formulation that can be

solved with ILP [53]. The model is based on a new definition of fundamental cycles and

straddling links, which are classified into visible, hidden and non-shareable straddling links.

Visible straddling links are created by jointing two different fundamental cycles, which have
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only a single common link between them. Hidden straddling links are also created by joining

two fundamental cycles or more, but the straddling links are not any part of those cycles.

Non-shareable straddling links is straddling links which disappear by joining fundamental

cycles. The results show that the proposed formulation is able to reduce complexity and

achieve the required optimality of solution. In the model, C = {c1, c2, .., cC} is a set of

fundamental cycles in the network and S = {s1, s2, .., sS} is defined as the number of visible

straddling links. I = {i1, i2, .., iI} is a set of hidden straddling links and D = {d1, d2, .., dD}
is the set of demands. The set of path candidates between pair-nodes of demands is defined

by P = {p1, p2, .., pP }. Λ = {λ1, λ2, .., λn} is set of non-sharable straddling links. The ILP

formulation is expressed as [53]:

Constants:

δx,j =





1 If cycle x includes span j; j ∈E;x ∈ C;

0 otherwise.

ξj
s,c =





1 If c = {x, y|x ∩ y = j; x, y ∈ C}; j ∈ E; c ⊂ C; s ∈ S;

0 otherwise, s is the sth straddling link formed by cycle x,y.

πj
i,θ =





1 If s ∩ E(θ) = ∅ and V (s) ⊆ V (θ); j ∈ E; θ ⊆ C; i ∈ I;

0 otherwise, i is the ith straddling link formed by set of cycles θ.

τd
i,j =





1 If candidate path ith of demand d cross span j;

0 otherwise.

vs,j = 2 the number of useful paths provided by hidden straddling link s to restore
span j ∈ E; s ∈ S

αj the cost per channel on span j ∈ E;
hd volume of demand d; d ∈ D
φj maximum capacity provided by span j ∈ E
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Objective:

min
∑

j∈E

αj(yj + wj)−
∑

i∈S

∑

j∈E

2ξj
i,cui,x, x ∈ c, c ⊂ C (2.2.14)

subject to:
∑

i∈C

δx,jnx = yj , ∀j ∈ E (2.2.15)

∑

i∈S

ξk
i,cui,x − nx ≤ 0 (2.2.16)

∑

j∈I

πk
j,cmj,x − nx ≤ 0 ∀c ⊂ C; x ∈ c; k ∈ E (2.2.17)

∑

i∈P

∑

d∈D

pd
i τ

d
i,j = wj , ∀j ∈ E (2.2.18)

∑

i∈I

vi,jmi,x + yj ≥ wj , ∀j ∈ E; x ∈ C (2.2.19)

∑

i∈S

2ξj
i,cui,x − yj ≤ 0, ∀j ∈ E; x ∈ c; c ⊂ C (2.2.20)

(
∑

i∈S

ξm
i,cui,x +

∑

j∈I

πn
j,cmj,x)− nx ≤ 0, ∀{ξm

i,cπk,c} ⊆
∧

;∀x ∈ c; c ⊂ C; m,n ∈ E (2.2.21)

∑

i∈P

P d
i = hd. ∀d ∈ D (2.2.22)

∑

i∈S

−sξj
i,cui,x + yj + wj ≤ φj , ∀j ∈ E; x ∈ c; c ⊂ C (2.2.23)

where yj is the capacity on span j that can offer the cycle; j ∈ E. nx is the number

of unit capacity copies of the cycle x; x ∈ C and mi,x is a set of number of unit capacity

copies of the hidden straddling link i created by cycle x; i ∈ I; x ∈ C. ui,x is a set of unit

capacity copies of the visible straddling span i created by cycle x; i ∈ S; x ∈ C. Wj is the

traffic demand on span j to support the routing of working paths; j ∈ E. pd
i is a set of unit

capacity copy of the ith path candidate chosen to serve demand d; i ∈ P ; d ∈ D.

Heuristic approaches

Heuristic approaches can be classified into two types: heuristic approaches based on

an ILP model and pure heuristic approaches. The heuristic approach based on ILP first
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determines a set of limited candidate p-cycles and then the ILP formulation is applied

to ensure 100% protection. This approach can achieve near optimal solutions, but it is

still an optimization problem with the associated computational complexity of ILP. The

pure heuristic approach is designed to achieve best performance without using ILP model.

This approach can also achieve near optimal solutions within acceptable computational

complexity.

In order to reduce the number of candidate p-cycles by computing high efficiency cycles,

a ’pre-selection’ heuristic approach has been investigated in [50] namely a priori efficiency

(AE). In this context, a high efficiency cycle is defined as a cycle with high potential

capability to protect against network failure. The AE is expressed as:

AE(p) ,

∑

∀p∈S

Xp,i

∑

(∀p∈S|Xp,i=1)

ci

(2.2.24)

where S is the set of spans in the network, i is a span in S. Xp,i is the protection

potential related to span p; Xp,i = 1 when span i is an on-cycle span and Xp,i = 2 if

span i is a straddling span, ci is the cost of capacity on span i. The AE, which is defined

as ratio of total working capacity to the total span cost for a cycle, is a measure of the

efficiency of p-cycle. Theoretically, a p-cycle with a high AE value has a high efficiency

for protecting the working capacity. However, a ’pre-selection’ approach may not consider

network circumstances, such as traffic load on the network and nodal degree. As a result,

this scheme sometimes leave a lot of wasted working capacity on some spans, not leading

to a good solution for protection.

Zhang et al. [54] has proposed a Straddling Link Algorithm (SLA) for link protection. A

key point is to generate the initial candidate p-cycles of the network graph. This approach

first finds the shortest path between two end nodes of a span and then searches other

shortest path between the same node-pairs that are node disjoint from the previous path.
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Figure 2.10: Considerations in searching p-cycles by SLA

It then constructs a cycle by combining the two shortest node-disjoint paths (each path

contains no common intermediate nodes). SLA can only construct a set of p-cycles with

one straddling span. To generate a set of candidate p-cycles in SLA, it prunes off nodes

of nodal degree 1 since no cycle could contain such nodes. In addition, it is not able to

construct a p-cycle in the following network conditions.

• case 1: If a link (C-E) fails, there does not exist two node-disjoint paths as shown in

Fig. 2.10(a) since there is only one node common to each path.

• case 2: If a link (A-C) fails, there is one or more paths between the same node. But

it is not able to generate p-cycles because there is not more than one node-disjoint

path, as shown Fig. 2.10(b).

• case 3: If a link (D-E) fails, it is not able to compute a p-cycle since there is no path

between two nodes at all as shown Fig. 2.10(c).

SLA is simple and fast for generating candidate p-cycles, however the number of p-cycles
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is insufficient since only O(m) p-cycles are generated. Furthermore, a set of candidate p-

cycles generated by SLA is inefficient since higher efficiency cycles are not contained in the

set and thus this approach is not able to satisfy minimum spare capacity. The pseudocode

of the SLA is shown as Algorithm 1.

Algorithm 1 : Straddling Link Algorithm (SLA)

Input: network topology
Output: Set of candidate p-cycles
Check network condition
S ← number of spans in the network
for i = 1 to |S| do

Search two shortest disjoint path between two end nodes of span i
Determine a p-cycle using the two paths found.

end for

Another scheme, called a Weighted DFS-based cycles Search (WDCS), has been pro-

posed by Liu and Ruan [49]. The objective of this algorithm is to generate good candidate

cycles. WDCS contains two kinds of cycles, one is a high efficiency set of cycles and the

other is two sets of short cycles. The high efficiency cycles are generated by the Depth First

Search (DFS). DFS in this algorithm selects a neighbor node (n) with the highest weight

among all outgoing edge from n, instead of picking any available neighbor node to extend

the path. A set of weights of the directed edges are based on three considerations as follows:

• Large cycles are of higher efficiency since these cycles includes more straddling spans.

To avoid going back to the root vertex, this approach assigns a small weight to the

directed edges that end at the root. It sets [weight(s, d) = Ξ] for all d ∈ N(s), where

0 < Ξ < 1 and s is the root. N(s) is a set of neighboring nodes of node s.

• A node with high degree is first selected by DFS and a cycle which includes this node

has a high probability of including more straddling edges.

• Nodes of degree 2 are not desirable since they are not able to offer straddling spans.
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However, 2 nodal degree nodes are sometimes desirable. For example, a cycle (r− v1 −
v2 − r) with AE of 1 is found by WDCS as shown in Fig 2.11(a). Basically, WDCS finds

high efficiency cycles so that they offer special treatment for 2 nodal degree node. The cycle

is constructed by extending the path. As shown in Fig 2.11(b), if v is included into the

searching path from v1 and node v is able only to extend the path to v2, the nodes with

2 nodal degree can be included into the search path. Therefore, they can yield the higher

efficiency cycles.

v2rv1 v
a ) original cycle

v2rv1 v
b ) after handling

Figure 2.11: Special handling of nodal degree 2

In addition, each link has two short cycles. For one of these cycles the link will be an

on-cycle link and for the other cycle it will be a straddling link. To generate these cycles,

they find two shortest disjoint paths between the end nodes of each span. If they find two

paths, they can construct two short cycles. If only one path is found, they only construct

an on-cycle link. The number of cycles in WDCS is determined by an input parameter k.

The set of candidate p-cycles is evaluated based on ILP with uniform and random traffic

capacity in their simulation. The results show that a close to optimal solution is able to

be achieved when the input parameter k, being the number of shortest paths, is increased

to 43. Thus, their method trades off between the number of p-cycles and the capacity

efficiency. Furthermore, this scheme may not take some important network circumstances

into account, such as the distribution of the given working capacity. It only generates

candidate p-cycles based on the network topology and a suitable set of candidate p-cycles
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is not necessarily generated by this algorithm.

Other heuristic approaches, which are not dependant on the ILP model, have been

proposed [55, 56, 57]. Different qualities of performance are achieved depending on the

flexibility of candidate p-cycles selection after enumerating the set of p-cycles. A popular

heuristic algorithm used is Capacitated Iterative Design Algorithm (CIDA) proposed by

Doucetee et al. [55]. CIDA evaluates cycle efficiency using acutal efficiency EW (p), which

is defined as the ratio of total protected capacity to the total span cost for each cycle.

EW (p) is a modified version of AE and is expressed as :

Ew(p) =
∑
∀i∈S wiXp,i∑

(∀i∈S|Xp,i=1) costi
(2.2.25)

where wi is the amount of unprotected working capacity on span i at that time. CIDA

constructs a primary set of candidate p-cycles using the SLA approach. Then, more complex

p-cycles are generated by three algorithms, namely ‘SP-add’, ‘Expand’ and ‘Grow’.

The ‘Grow’ and ‘Expend’ algorithm are based on the ‘SP-add’ algorithm. ‘SP-add’

constructs p-cycles by using the shortest path between pair-nodes of a selected span on a

p-cycle. For example, if span 7-8 is selected as shown in 2.12(a), ‘SP-add’ searches for the

disjoint shortest paths between a pair of nodes of the span. The shortest path is replaced on

the original cycle to make a more complex p-cycle as shown in 2.12(b). Then, other cycles

of the primary set are processed in similar fashion. But, the ‘Expand’ algorithm continues

searching for shortest paths of other spans in the same cycle. That is, it continues seeking

until every span in the original cycle is visited. The shortest paths of every span should

be a disjoint path from every previous route. The ‘Grow’ algorithm is similar to ‘Expend’,

except that the operation moves to the first span to find a new shortest path after a p-cycle

is generated.

After a set of p-cycles has been constructed, CIDA selects a cycle with high Ew(p)

among a set and then removes the working capacity protected by that selected cycle. The
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Figure 2.12: Operation of SP-add

remaining working capacity is updated and the process is repeated until all working capacity

is protected. Unlike AE, this formulation is calculated according to the distribution of

the working capacity of each span on a cycle. Hence, this approach can achieve a better

performance than AE. Finally, the paper reports that the ‘Grow’ algorithm based on CIDA

is the most efficient. The pseudocode of CIDA is shown in Algorithm 2.

Algorithm 2 : Capacitated Iterative Design Algorithm (CIDA)

Input: set of candidate p-cycles, unprotected working capacity
Output: Set of p-cycles
W ← unprotected working capacity
while Sum of W is not zero do

calculate Ew(p) of candidate p-cycles using 2.2.25
select maximum Ew(p) of a set
remove the working capacity of the selected p-cycle from W

end while

An ER-based unity-p-cycle algorithm has been proposed by Zhang et al. [56]. This algo-

rithm considers unidirectional p-cycles and the traffic in the network. First, they construct

all possible cycles in the network and then compute the efficiency ratio (ER), which is the

ratio of the number of actual protected working units to the number of spare units of a

unity-p-cycle. A unity-p-cycle with a high ER is a more efficient cycle. Therefore, they

select the maximum ER-based unity-p-cycles to reduce the unprotected capacity until all
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working capacity is protected. It is found that they are able to achieve near optimal solution

without the use of an ILP model.

Zhang et al [57] has proposed a heuristic algorithm to minimize the total spare capacity.

The proposed algorithm selects cycles according to the redundancy of a p-cycle, which is

the ratio of the spare capacity of the cycle to the working capacity protected by the cycle.

The redundancy (<) is expressed as [13]:

< =

∑

i∈S

pi

∑

i∈S

wi

(2.2.26)

where wi is the number of units of working capacity on span i and pi is the corresponding

number of spare capacity units on span i. A cycle with a small redundancy is more efficient

for protecting the working capacity. However, when the working capacity protected by a

cycle is zero, the algorithm is in trouble since the redundancy is infinity in this situation.

The heuristic algorithm is summarized below:

• step 1. Generate all cycles in the network.

• step 2. For each candidate cycle, calculate < by 2.2.26.

• step 3. Select maximum < of a set.

• step 4. Remove the working capacity protected by the selected cycle and update the

working capacity.

• step 5. Go back to step 3 until the working capacity on every span is zero.

In another work related to limiting the p-cycles, Schupke et al [58] introduce a new

approach that limits the circumference of the largest cycle. This approach limits the physical

length of the p-cycle, and circumference limitation reduces the redundancy of a p-cycle by
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reducing the spare capacity consumption. The paper reports that a redundancy of 34% is

achieved when the p-cycle length is limited to 6000km. Hence, longer p-cycles can achieve a

better efficiency. However, the computation time increases dependent upon the maximum

allowed p-cycle length. Kodian et al [59] also applies circumference and hop limitation to

generate a set of the p-cycles. With hop limit, the total cost is reduced and much capacity

efficiency can be achieved. The paper shows that it is quite possible to design efficient

p-cycle networks, but the algorithm has a problem on how to best control the limitation on

the path length.

Hamiltonian p-cycle

Hamiltonian p-cycles have been investigated by Stamatelakis and Grover [60], but they

still use p-cycles of a variety of circumferences in the efficiency generalized designs. A

Figure 2.13: A single Hamiltonian p-cycle

Hamiltonian p-cycle is a single large p-cycle that travels over every node exactly once

as shown figure 8 [61]. That means the circumference is N in a network of N nodes.

The Hamiltonian p-cycle can achieve lower bounding redundancy by (1/d̄ − 1) for any

type of span restorable mesh network [62], where d̄ is the average nodal degree. Thus, a

Hamiltonian p-cycle is the most efficient overall solution, theoretically. However, a set of

p-cycles including small cycles in general provides better solution for reducing the spare

capacity. For example, where there exists two spans with unprotected working capacity in

the network, a Hamiltonian p-cycle wastes other spare capacity to protect two spans. But,
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these two spans may be protected by a single small cycle. Thus, small cycles are needed

to achieve the best performance. Heydari [63] investigates why a Hamiltonian p-cycle is far

from optimal. It was found that a Hamiltonian p-cycle requires over 100% redundancy.

Non-simple p-cycles

Non-simple p-cycles have been proposed by Grubern [64]. They are needed in order to

achieve good performance when there is not enough capacity available for full protec-

tion. Unlike conventional p-cycles, non-simple p-cycles permit a node to be visited twice.

Fig 2.14(b) shows an example of non-simple p-cycle protection.
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(b) non-simple p-cycle

Figure 2.14: Example of non-simple cycles

When link A-B fail, the conventional p-cycle is not the best choice for protection. This is

because only the conventional p-cycle (A-H-B-C-D-E-F-G-A), which should traverse every

node, is available. However, the non-simple p-cycle is able to find a small cycle (A-H-B-C-H-

G-A) to cover the failure so that it reduces the spare capacity. Their simulation results show

that non-simple p-cycles reduce the redundancy when compared to conventional p-cycles.

However, the number of candidate p-cycles needed for protection is increased, therefore the

computation time required is longer.
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2.3 Conclusion

In this chapter, we have provided an overview of the various approaches that can be used

for survivability protection. Specially, p-cycle protection can offer an excellent performance

in terms of optimality of solution and computational complexity. In p-cycle network design,

the optimization problem has been formulated as an integer linear program (ILP). Various

conventional heuristic approaches have been proposed. However, these heuristic approaches

still have an optimization problem in terms of a balancing between optimality of solution

and computational complexity. SLA, WDCS and CIDA approaches offer faster computation

time but has problem in capacity utilization in the dense and large networks. ‘Pre-selection’

approach has computational complexity problem but shows good capacity utilization.



Chapter 3

Analytical Framework

This chapter defines the various notations used in this thesis and provides an overview of

the basic concepts of graph theory to aid the work that will follow. The rest of chapter 3

introduces the networks employed for evaluating our approach and describes the assumption

used in the implementation of the work. Typically, approaches for p-cycle design first

generate the set of all cycles from the network graph. An optimal p-cycle is then computed

by choosing the number of cycles to be configured as a p-cycle. To find efficiency cycles, we

need to understand graph theory since a graph may represent certain aspects of a network,

usually its topology [13].

3.1 Graph Theory

The general solution for network design can be implemented using graph theory algorithms.

These algorithms are based on reference to actual networks. In general, graphs are divided

into two types depending on the direction of transmission capacity on spans: directed

and undirected graphs. With these graphs, a given graph is represented by G(V, E), where

V = {v1, v2, ..., vN} is the set of N vertices and E = {e1, e2, ..., eM} is the set of M spans that

make connections between vertices vi and vj . The difference between the two graph types

is only the direction of the spans. For example, if a path exists from vi to vj , the direction

of the path is indicated by an arrow in directed graphs while there exists automatically a

44
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path from vj to vi in an undirected graph [65]. An edge is denoted by a set (vi, vj), where

vi, vj ∈ V and vi 6= vj . Two edges are said to be adjacent or neighboring if they connect

to the same vertex. Similarly, two vertices are said to be adjacent or neighboring if they

are on the same edge. Furthermore, the degree of a vertex is determined by the number

of distinct edges that are incident to it [66]. The out-degree and in-degree of a vertex are

the number of edges that come out or in from the vertex, respectively. The corresponding

network average over all vertices is termed nodal degree, (d̄).

For the purpose of describing the work of this thesis, we shall define the following

notations:

C The set of channels (capacity) over a span
$ The set of unprotected capacity in the network
A The set of candidate p-cycles in the network
Φ The potential protection capacity
Φi The potential protection capacity of cycle i

∆i The distribution of unprotected capacity after removing capacity protected by cycle i

Λ An average contribution of unprotected capacity
Λi An average contribution of unprotected capacity of cycle i

Ξ The standard deviation of the average unprotected capacity
Ψ Wasted spare capacity
Ψi Wasted spare capacity of cycle i

M Maximum capacity of $

L A span with maximum unprotected capacity
cycles the sth candidate p-cycle in a set (A)
Sp,i The distribution of cycle p on span i

Wi The number of working channels on span i

Ci The number of spare channels on span i

3.1.1 Survivability based on graph algorithm

In graph theory algorithms, much research has been done to tackle the single shortest path

problem for finding a path with a minimum cost from a source to a destination through a
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connected network [67]. This issue is important because of its wide range of applications in

transportation. Furthermore, the shortest paths are a possible way to provide alternative

solutions for network design. ILP model generally computes a given traffic demand on each

span based on the shortest path algorithm to gain an optimal solution [68]. There are

several algorithms to determine a shortest path between a source node and the destination

node [66]: e.g. Dijkstra, Breadth First Search (BFS) and Bellman-Ford. In some cases, it

is also necessary to know the k shortest paths between a pair nodes. This is because the k

shortest paths are required for specific purposes in terms of routing and improving blocking

performance.

• Dijkstra algorithm

The Dijkstra algorithm finds the shortest paths from a source to a destination by

weighted in terms of distance. All weights must be positive. The source node must

be a single, but the destination may be all other nodes. If the shortest path to node

A is desired, this algorithm is terminated when the shortest path to node A has been

found. The time required by Dijkstra algorithm is O(N2) [13], where O is the order

of complexity of the algorithm. The basic idea of this algorithm is first to find the

closest node from a initial node. The first closest node must be a neighbor of the

initial node. The next node must then be a neighbor of the first closest node. The

algorithm keeps searching until the destination node is found. The pseudocode of the

Dijkstra algorithm is presented below.

• Breath First Search (BFS) algorithm

The Breath First Search (BFS) algorithm is one of simplest algorithms to search for

the shortest path in a given graph. BFS explores all adjacent nodes from the source

node and stores the nodes as they are found in a queue. It then searches deeper in

one of the adjacent nodes. BFS continues moving on through the next adjacent nodes
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Algorithm 3 : Dijkstra algorithm

Input: G(V, E)
Output: Shortest path found
S ← source node
D ← destination node
path ← S
while last node of path is not equal to D do

scan all neighbors from last node of path
determine a node with smallest weight or cost
place selected node into last position of path

end while

until the shortest paths are found. In general, BFS computes the shortest path using

a spanning tree, and different shapes of spanning tree are generated depending on

the order in which adjacent nodes are placed into the queue. Fig 3.1 presents the

spanning tree of BFS in a given graph.
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E

Figure 3.1: Breadth-First Searching spanning tree of the example graph

In addition, BFS can be used to achieve four different objectives:

– Testing for connectivity,

– searching a spanning tree,

– searching for a shortest path,

– searching all distinct cycles.

In this thesis, we employ the Breadth First Search (BFS) algorithm to evaluate one

of our proposed algorithms. The objective is to determine all distinct cycles. For this
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objective, the pseudocode of BFS is presented as Algorithm 4.

Algorithm 4 : Breadth First Search (BFS) algorithm

Input: G(V, E), s source node
Output: all distinct cycles (P )
e ← set of neighbor nodes from s
queue ← [s, node.e]
while queue 6= ∅ do

path ← head(queue)
queue ← queue− path
d ← last node of path
if d == s then

P ← path
else

nei ← set of neighbors of d
queue ← [queue, node.nei]

end if
end while

• Bellman Ford algorithm

The Bellman Ford algorithm is similar to the Dijkstra algorithm, which is for solving

the shortest path problem, but the difference is that this algorithm can have both

positive and negative weights. This algorithm searches the shortest path through a

process of path extension with cost or weight, like the Dijkstra algorithm. Bellman’s

computational complexity is O(n) when the nodal degree or the network is small,

but worst case is O(n3). If all edges have equal value of one, the BFS algorithm is a

more efficient alternative. If we search the shortest paths for positive weights, however

Dijkstra’s algorithm is a more efficient alternative than the Bellman Ford algorithm

to find the shortest paths.

• k-shortest path algorithm

The k-shortest path algorithm produces the k shortest paths from a given source to

the destination node. This algorithm finds the next shortest path such that it does

not use any edge or span of the previous path after the first shortest path is found.
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The number of shortest paths is controlled by an input parameter k. This algorithm is

terminated when the cost of a second shortest path is larger than that of its previous

paths. The steps are summarized in Algorithm 5

Algorithm 5 : k-shortest path algorithm

Input: G(V, E), the number of shortest paths (k)
Output: the k shortest paths found
1. s and d are the source and destination nodes, respectively.
2. Find shortest tree from source node s to other nodes in the network.
3. Define the shortest path P1 = (s, s1, s2, ..., sh, d) as the first shortest path.
4. Remove links (s1, s2, ..., sh) on the shortest path P1 from a given network.
5. Find second shortest path from source node to destination node if there exists an other
shortest path
6. Keep searching until the number of shortest path is equal to k or no further shortest
path is found.

The k-shortest path algorithm can be classified into three particular classes [13]:

– k-shortest link disjoint paths: the set of shortest path, in which each path can

share spans but is link disjoint.

– k-shortest distinct routes: the set of routes over the spans, in which each of the

routes are disjoint from the previous routes.

– k-shortest span-disjoint routes: the set of routes over the spans, in which each of

the routes are disjoint from the spans on the previous routes.

However, these shortest path algorithms sometimes require large spare capacity to pro-

tect all of the given traffic in the network. This is because many shortest paths may need

to be utilized to provide 100% protection upon a network failure.

3.1.2 The test networks

Our proposed algorithm has been implemented and evaluated on four different test net-

works. These test networks, namely the National Science Foundation Network (NSFNet),
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Figure 3.2: The four test networks used in this research
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COST239, European Optical Network (EON) and USA networks, are employed as shown

in Fig. 3.2. Much research in this area employs these network topologies for implementa-

tion and testing of algorithms. This is because these network configurations are based on

reference to real national backbone networks. Hence, we also use these network topologies

for our study. In addition, NSFNet and COST239 are existing networks of medium size

and the other two networks are large size networks so that we can evaluate our algorithm

across various network size.

The first study network is the (NSFNet), which is reproduced in Fig 3.2(a), with 14

nodes and 21 spans. The network has a nodal degree of d̄ ≈ 3. The initial NSFNet

consisted of the US network backbone capable of providing 56kbps. This network was not

able to support multimedia services.

The COST239 network (Fig 3.2(b)) contains 11 nodes and 26 spans, and has a high

nodal degree of d̄ ≈ 4.7. In addition, the nodal degree of each node is equal to or larger

than 4 so that redundancies as low as 30 % are achieved. This network is a medium size

network as mentioned, but is also a very dense network.

The European Optical Network (EON) topology has 19 nodes and 38 spans as shown in

Fig 3.2(c). The nodal degree is 4 and the topology comprises 1380 unidirectional connection

requests [69].

The USA topology (fig 3.2(d)) contains 28 nodes and 45 spans, and has an nodal degree

of d̄ ≈ 3.21. This network is based on reference to the US IP backbone network. Finally,

there exists a total of 139, 3531, 8857 and 7321 cycles in each network, respectively. Table 3.1

summarizes these test networks information.

The complexity of non-joint ILP models in dense networks is much higher than the

complexity of it in small networks as discussed. This is because the number of variables is

high in dense networks. The complexity of the ILP model is 2139, 23531, 28857, 27321 in each

network, respectively [53]. In short, dense networks, which have high complexity, are more
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Table 3.1: Four test networks information
Network NSFNet COST239 EON USA

No. of nodes 14 11 19 28
No. of spans 21 26 38 45

Average nodal degree 3 4.72 4 3.21
All possible cycles 139 3531 8857 7321

Average AE 1.42 2.81 2.57 1.70
cycles by SLA 17 26 27 31

complicated to gain optimal solution.

3.2 Assumptions

In general, traffic connection are offered according to two different types of traffic demands

in networks: static traffic and dynamic traffic. With static traffic, the network traffic is

assigned in advance and the network should satisfy all traffic requests as well as minimize

the total network cost. ILP model is used to solve optimization problem. With dynamic

traffic, each connection in the network requests traffic randomly and this is seen as an

opportunity to improve blocking probability by dynamically reacting to dynamically varying

traffic. Dynamic traffic must be considered because it is important in reality. In our thesis,

however, we only consider the static situation and leave the dynamic situation for future

work since the static situation is basically first research area to jump into next research area

in terms of dynamic situation. Each node is allowed to contain the same amount of network

switching resources and network transmission resources. Furthermore, all WDM spans have

the same weight, which is set to one, and each fiber span can offer up to C = 32 wavelength

channels. Routing and Wavelength Assignment (RWA) of the lightpaths is an important

issue as mentioned before. The channels composing the lightpath are classified into two

cases depending on the availability of wavelength conversion [69]: Virtual Wavelength Path

(VWP) and Wavelength Path (WP). VWP is able to convert an incoming wavelength to any

outgoing wavelength since wavelength converters are available at every node while a WP
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is not able to convert any wavelength. As discussed, we do not consider the RWA problem

so we assume full wavelength conversion is available in all WDM networks. We defined a

span usage (%), which is the ratio of the working capacity in each span to the maximum

capacity provided in that span, is randomly generated to be between 25% ∼ 40%. Due to

the low probability of multiple failures in the networks, all our simulations are based on

single link failures of the network. Finally, our computing platform is a 3.0GHz P4 with

1GB of RAM running windows XP and the software platform is Matlab. All simulation

running time is limited to 6 hours. That is, the result achieved by ILP is a near optimal

solution when computation time is 21000(s). In this thesis, we employ ILP model for the

non-joint version.

3.3 Conclusion

This chapter has described the basic definitions of graph theory and then introduced some

survivability algorithms based on graph theory for finding shortest paths. These algorithms

are good way to solve optimization problem like optimality of solution since shortest path

can reduce spare capacity required to protect against network failures in the context of

survivability. Shortest path algorithms have been used in conventional heuristic approaches,

such as SLA and CIDA, for generating a set of candidate p-cycles. In our work, we also use

one of shortest path algorithms, BFS. Some notations to express our proposed algorithms

have been shown and the four real networks employed to evaluate our approach have been

detailed. The last part of the chapter has introduced the assumptions used for the p-cycle

network design in this thesis.



Chapter 4

An Approach to Generating an
Efficient Set of Candidate p-Cycles

In this chapter, we propose a new framework for computing an efficient set of p-cycles, which

can lead to superior performance in terms of capacity utilization in network protection. We

first propose an algorithm for finding all fundamental cycles. Then, the set of candidate p-

cycles is constructed by merging the fundamental cycles. The number of proposed candidate

p-cycles is small, but they can construct more straddling links and have high a priori

efficiency. Finally, an ILP model is employed to select an adequate set of p-cycles to ensure

100% protection while minimizing the total spare capacity.

4.1 Preliminary Theory

The set of fundamental cycles in the literature is defined as the set of simple cycles obtained

from the spanning tree [70, 71, 72]. It is observed that these cycles may contain straddling

links. In addition, the set of fundamental cycles as defined in the literature cannot con-

struct all possible cycles that may be solutions in p-cycle design. As mentioned above,

ILP solution requires enumeration of all possible cycles. In this chapter, we define a new

set of fundamental cycles, which can construct all possible cycles. The definitions for our

proposed set of fundamental cycles and background theories are presented here.

54
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Figure 4.1: 6 nodes, 10 spans topology

• Definition 1: A straddling link of a cycle is a link which does not belong to that

cycle but whose end-nodes lie on the cycle.

• Definition 2: An on-cycle link of a cycle is a link belonging to that cycle.

• Definition 3: A fundamental cycle is a cycle which does not contain any straddling

links.

An example is shown in Fig. 4.1, where a set of fundamental cycles as per the definition

in the literature [72] is FC = {c1, . . . , c5}, where c1 = (A−B−F−A), c2 = (A−F−E−A),

c3 = (C −F −D−C), c4 = (A−B−C −F −A) and c5 = (A−F −D−E−A). It is easy

to see that cycles c4 and c5 contain links B-F and E-F as straddling links, respectively. In

addition, FC cannot construct a cycle c6 = (A−B−C −D−E −A) and two small cycles

(c7 = (B−C−F −B), c8 = (D−E−F −D)), hence this set may not be able to construct

all possible cycles in the network. However, our set of fundamental cycles contains c6, c7,

c8 because these do not include any straddling links. In fact, our set contains all possible

fundamental cycles that contain no straddling links. Thus, our set of fundamental cycles

can construct all possible cycles of the network by joining these fundamental cycles.

4.2 Generation of Candidate p-Cycles

Our method for generating candidate p-cycles is a two-stage process. The first stage gen-

erates a set of fundamental cycles. The second stage determines a set of efficient candidate
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p-cycles from these. After the set of candidate p-cycles is generated, an ILP formulation

for minimizing spare capacity is applied to select an optimal set of p-cycles that will ensure

100% protection of working capacity. The ILP model was introduced in chapter 2. To gen-

erate fundamental cycles, we propose a new method called the Breadth-Depth First Search

(BDFS).

4.2.1 Breadth-Depth First Search (BDFS) algorithm

In general, there are two possible approaches for generating candidate cycles: the Breadth

First Search (BFS) and the Depth First Search (DFS). Basically, these approaches generate

all cycles based on spanning trees. The BFS checks each possible path from each node

to determine if it forms a cycle, exploring the shortest cycles first. On the contrary, DFS

explores each possible path from the first node. If the path contains no destination node,

another path is explored by backtracking until a cycle is found. Fig 4.2 presents the spanning

tree of these approaches.
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(a) Spanning tree of BFS
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(b) Spanning tree of DFS

Figure 4.2: Spanning tree of BFS and DFS

In our proposed method, we explore first all possible fundamental cycles traveling over

an initial node A. We then remove the node A from the given network to avoid enumeration

of repeated cycles. Every node is then progressively explored until no further nodes remain

in the network. The pseudocode for generating fundamental cycles using our method is
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shown as Algorithm 6.

Algorithm 6 : Finding fundamental cycles

Input: An undirected graph G(V, E)
Output: Set of all fundamental cycles
i ← 1
NoN = |V |
while NoN ≥ 3 do

Find all fundamental cycles passing through a node i using BDFS (Algorithm 7)
Remove the node i from G(V, E)
i = i+1
NoN = NoN - 1

end while

In Algorithm 6, all fundamental cycles traveling over each node are explored by BDFS.

The following two conditions are used to form our fundamental cycles. First, BDFS needs

at least two nodes neighboring the root node to form a cycle. This is because a cycle cannot

be formed if there is only a single neighboring node. Secondly, the algorithm checks for

all expanded nodes to find a node connected to the prior node. This is because this node

should be on a straddling link of the cycle. The BDFS algorithm removes these nodes from

the expanded nodes. The pseudocode of the BDFS algorithm is shown as Algorithm 7.

4.2.2 Generating the set of candidate p-cycles

In our method, an efficient set of p-cycles is computed by merging fundamental cycles.

Existing approaches for merging cycles can be classified into two groups, the ‘Add’ algorithm

and the ‘Join’ algorithm [55]. Both of these algorithms create p-cycles with more straddling

links so that the p-cycles are more efficient. The ‘Add’ algorithm is only possible when a

straddling link on cycle A is a cycle link on cycle B and a straddling link on cycle B is a

cycle link on cycle A [55]. However, our fundamental cycles have no straddling links on the

cycles as mentioned. Thus, the ‘Add’ algorithm is not suitable for generating p-cycles in

our method. On the other hand, the ‘Join’ algorithm is used when pairs of fundamental
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Algorithm 7 : Breadth-Depth First Search (BDFS)

Input: An undirected graph G(V, E), root
Output: Candidate fundamental cycles
Nei ← set of neighbors of node root
if |Nei| ≤ 2 then

return
end if
for i = 1 to |Nei| − 1 do

for j = i + 1 to |Nei| do
s ← Nei(i)
d ← Nei(j)
if d is a neighbor of s then

Create fundamental cycle
else

pathlist = [s]
while Pathlist is not empty do

currentpath ← pathlist(1)
s ← last node of currentpath
remove s from pathlist
if d is a neighbor of s then

Create fundamental cycle
else

for each k neighbor node of s do
if d is neighbor node of k then

Create fundamental cycle
else

Newpath = [currentpath, k]
Put newpath in the pathlist

end if
end for

end if
end while

end if
end for

end for
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cycles have one common link and the common link becomes a straddling link for the p-

cycle. However, two adjacent cycles with more than one link in common cannot form a new

p-cycle. This is because the two cycles cannot build a straddling link when the common

links of these cycles are adjacent.

In our method the ‘Join’ algorithm is employed for generating a set of p-cycles. At first,

the method chooses one fundamental cycle A from our set of fundamental cycles. It then

establishes a list of all other cycles that have one common link with cycle A. The smallest

such cycle is chosen to join cycle A and form a new p-cycle. If such a cycle does not exist,

we then proceed to find another fundamental cycle within our set of fundamental cycles.

This procedure is repeated until no further p-cycles are found. The pseudocode of the merge

algorithm is given as Algorithm 8.

Algorithm 8 : Operation of merge algorithm
Input: Set of fundamental cycles
Output: Candidate p-cycles
listpcycle ← ∅
Fc ← set of fundamental cycles
for i = 1 to |Fc| do

pcycle ← Fc(i)
while pcycle is not empty do

Find fundamental cycles which have one common link with pcycle from Fc
if Exist then

Join pcycle with smallest cycle to create new pcycle
Add new pcycle to listpcycle
pcycle ← new pcycle

else
pcycle ← φ

end if
end while

end for
Candidate p-cycles ← listpcycle ∪ Fc
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4.3 Results and Analysis

In this section we examine the efficiency of our proposed algorithm in terms of the op-

timality of the solution and the computational time. We also compare how different the

performance of our proposed algorithm is from the optimal solution by Diff(%) [55].First

of all, we examine the set of our defined fundamental cycles. The number of fundamental

cycles and the computational time of our proposed algorithm are verified in different net-

work topologies. Next, we verify the optimality of the solution and the complexity of our

approach. For medium and large network, two test case networks, namely the COST239

and USA networks, are employed as shown in Fig. 3.2. The COST239 network is also a

dense network, as discussed previously. Since the aim of our approach is only to minimize

the total spare capacity used, the working capacity in each span is randomly generated with

around 24% ∼ 36% of the maximum capacity provided in that span.

4.3.1 Generating the set of fundamental cycles

The first task is to generate all possible fundamental cycles for the two test networks. To

validate the reliability of our set of fundamental cycles, we compare them with the set of

fundamental cycles generated by BFS. BFS first constructs a set of all possible cycles in

the network and then we select our new fundamental cycles from the set. In the COST239

network, there are a total of 3531 cycles and all of the 42 fundamental cycles are generated

by BFS. The USA network has 47 fundamental cycles out of a total of 7321 cycles. Our

algorithm finds the same number of fundamental cycles as BFS in both of these networks.

Table 4.1 presents our results and network information for the test networks. Note that our

set of fundamental cycles is different from other works as explained in section 4.1. It is found

that our simulation results are in excellent agreement with those generated by BFS. Since

we have verified that the BDFS algorithm is reliable, we can construct any possible set of



61

cycles for the test networks based on our set of fundamental cycles. Also, the computation

time for the BDFS algorithm was found to be 0.07(s) and 0.5(s) for the COST239 and USA

network topology, respectively, whereas BFS requires 1800(s) and 10800(s) of computation

time.

Table 4.1: All possible fundamental cycles in COST239 and USA
Network COST239 USA
All possible cycles 3531 7321
All fundamental cycles by BDFS 42 46
Fundamental cycles by BFS 42 46
Computation time(s) for BDFS 0.07 0.5
Computation time(s) for BFS 1800 10800

4.3.2 Optimality of solution and computational complexity of our pro-

posed approach

In the next simulation, we verify the optimality of the solutions and the computational

complexity of our proposed approach. We compare the results of our solutions to the

optimal ILP model using all cycles as the set of candidates. The complexity is compared

through the number of candidate p-cycles put into the ILP model.

We first compute the set of efficient candidate p-cycles using the merge algorithm. The

ILP model is then used to achieve the best performance. Table 4.2 shows the performance

of our algorithm for the COST239 network. The range of total traffic demand is set to be

from 200 to 300. To evaluate the validity of our algorithm, we perform ILP with full cycle

enumeration with the same traffic demand on the test network.

It is found from these simulation that the results achieved are near optimal as shown in

Table 4.2. The ILP uses 3531 p-cycles to converge to the optimal solution. In the best case

(traffic demand of 220), the redundancy from our algorithm is 33.2%, which is the same

result as the ILP solution. In the worst case (traffic demand of 300), the optimal result
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Table 4.2: Simulation results for COST239 topology
COST239 (C = 32, NoP:3531)

WC 200 220 240 260 280 300

all cycles
Re 36.5 33.2 32.1 30.8 30 30.3
time(s) 915 19378 17134 16120 21600 7340

our
candidates

Re 37 33.2 32.1 32.3 32.5 33.7
time(s) 2 368 21 41 104 71
NoP 253 253 253 253 253 253

usage(%) 24 26.4 28.9 31.3 33.7 36

WC: working capacity, Re: Redundancy, NoP: no. of p-cycle

is 29.5 whereas ours is 33.7. Thus, given the same traffic demands, we are able to achieve

solutions within 4% of the optimal solutions from a set of only 253 p-cycles. This number

of candidate p-cycles is only 7% of all possible cycles. Also, the computation time required

is less than 2% of that required to determine the fully optimal solutions for each traffic

demand. Note that we define the computation time to be the ILP runtime.

Table 4.3: Simulation results for USA topology
USA (C = 32 , NoP:7321)

WC 410 430 450 470 490 510

all cycles
Re 69.5 64.1 68.7 69.6 68.8 68.6
time(s) 1699 7752 8386 1068 868 4686

our
candidates

Re 70 64.9 70.4 71.7 70.6 71
time(s) 27 2 3 30 47 78
NoP 302 302 302 302 302 302

usage(%) 27.9 29.2 30.6 31.9 33.2 34.6

WC: working capacity, Re: Redundancy, NoP: no. of p-cycle

Table 4.3 presents the corresponding results for the USA network topology. The total

traffic demand is set to be between 410 and 510. These results also indicate near optimal

solutions. The redundancy in our results is only slightly higher than the optimal solutions.

The simulation shows that the results of our algorithm in only 0.5% off the optimal solution

in the best case. The total number of p-cycles found by our algorithm is less than 4% of all
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possible cycles in this case. In addition, the computation time required is less than 1% of

that taken by ILP if all cycles are considered.

To evaluate our simulation results, we compare them to the AE and WDCS approaches.

With the AE, the number of candidate p-cycles is determined from high values of AE. The

number of p-cycles is set to be from 200 to 500. Fig 4.3(a) presents the simulation result

for COST239. It is observed that the performance achieved by AE is close to the full

ILP solution and our approach. Interestingly, every result is similar when we increase the

number of cycles. That is because candidate p-cycles does not contain small cycles. Small

cycles are, however, sometimes necessary. For example, if a span with unprotected capacity

is left after we protect working capacity using a high efficiency cycle, the high efficiency

cycle wastes network capacity and this case may worsen our results

For the USA network, the performance of AE is close to the ILP solution as shown

in Fig 4.3(b). However, we are able to observe that our set of p-cycles can improve the

performance more than the set of p-cycles derived using AE. When the number of cycles is

800 (not shown in Fig. 4.3(b)), the AE approach is able to achieve performance within 3%

of the optimal for all working capacities.

With the WDCS approach, the number of p-cycles is increased dependant on the param-

eter k as mentioned before. Fig. 4.4 shows the change in the number of candidate p-cycles

as k is increased. The simulation results showing the number of cycles as a function of k

is presented in Fig 4.5. For the COST239 topology, our simulation results are better than

WDCS with the same number of candidate p-cycles. In the best case, our result is 1.9%

from the optimal solution whereas WDCS is 5%. However, WDCS achieves slightly better

results when increasing k = 10 in traffic demand of 280. This is expected because increasing

k constructs more candidate p-cycles.

For the USA topology, our candidate p-cycles can achieve performance within 3% of

the ILP solution, while WDCS only achieves results within 12% of the optimal. In the
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Figure 4.3: Simulation comparing AE and our BDFS algorithm for two test networks
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Figure 4.4: Number of candidate p-cycles achieved by WDCS

worst case, our results are within 2.4% from the optimal whereas WDCS is within 14% as

shown in Fig 4.6(b). Fig 4.6 shows Diff(%) results, when AE and k are 300 cycles and 8,

respectively. These results clearly show that our proposed approach is able to achieve a

better solution for the USA network and, therefore, is effective for dense networks.

In the candidate p-cycles generated by our proposed BDFS algorithm, the maximum

AE is 3.73 and the average AE is 2.39 for COST239. For the USA network, the maxi-

mum/average AE values are 2.21/1.59, respectively. Furthermore, the algorithm produces

cycles with a minimum AEs of 1, since fundamental cycles also belong to the candidate set

of p-cycles.

4.4 Conclusion

We have developed an effective algorithm to compute a sufficient set of p-cycles to ensure

100% working capacity protection with a minimum spare capacity requirement using the

ILP formulation. The algorithm consists of two stages. The first stage generates all possi-

ble fundamental cycles, and the second stage computes sufficient candidate p-cycles from
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Figure 4.6: The performance in terms of Diff(%) for two test networks

these. Our generated fundamental cycles can be used to construct all possible cycles of the

networks.

For the two test networks simulated, it has been found that our method can achieve near

optimal solutions using ILP. The number of candidate p-cycles generated is less than 7% of

all possible cycles for the test networks and the solutions are close to optimal. That is, our

method is able to achieve satisfactory results with only a small number of candidate p-cycles.

The method in this paper is, however, still based on the ILP formulation with its associated

computational complexity. In the next chapter, we shall discuss a pure heuristic approach

for p-cycle network design to avoid the computational complexity of the ILP models.



Chapter 5

A Pure Heuristic Approach for
p-Cycle Network Design

5.1 Proposed Heuristic Approach

In this chapter, we propose a new pure heuristic approach for designing survivable WDM

networks based on p-cycles. The objective of our algorithm is to ensure 100% protection

while minimizing the total spare capacity and reducing the computation time. To achieve

our objective, we first construct all possible cycles using a proposed Pre-compute all Cycles

Approach (PCA). An adequate set of candidate p-cycles is then selected using a match-

ing criteria between the distribution of the working channels and the distribution of the

protected channels on the selected set of cycles.

5.1.1 Heuristic approach for Efficient Cycle Selection (HECS)

In the proposed algorithm, all cycles are pre-computed. This is because if we construct

all cycles for large dense networks, the computation time will be very long. This would

mean that the heuristic approach would have the same computational complexity problem

as the ILP model. Thus, we pre-compute all possible cycles according to PCA before we run

our algorithm. Then, to determine a suitable cycle, we calculate the potential-protection

capacity (Φ) of each cycle. Each cycle has different Φ since each cycle has different straddling

68
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links and on-cycle links. The potential-protection capacity is defined as:

Φp =
M∑

i=1

cyclep,i (5.1.1)

where

cyclep,i =





2 If i is a straddling span of cyclep

1 If i is an on-cycle span of cyclep

0 otherwise

In our algorithm, Φ is also pre-computed. The reason is to avoid computational complex-

ity problem. Suitable cycles are determined using the CSSD approach with three factors,

average contribution of unprotected capacity (Λ), standard deviation of unprotected capac-

ity (Ξ) and wasted spare capacity (Φ). The algorithm keeps on searching cycles until 100%

protection of the whole working capacity is achieved. The design of this heuristic algorithm

is summarized as follows:

• step 1. Pre-compute all cycles in the networks using PCA.

• step 2. For each candidate cycle, pre-calculate Φ of the cycle usning 5.1.1.

• step 3. Select the best cycle using CSSD.

• step 4. remove the working capacity protected by selected cycle in step 3 and update

the working capacity.

• step 5. Go to step 3 until no further working capacity is on each span.

Pre-compute all Cycles Approach (PCA)

DFS and BFS are the most basic algorithms to determine all cycles. As mentioned

before, these algorithms store the nodes as they are searched in a queue and explore them

in that order. However, in our algorithm, PCA first explores all possible cycles traveling over

an initial node. Each node is then progressively explored until every node is discovered. The
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Algorithm 9 : Pre-compute all Cycles Approach (PCA)

Input: A undirected graph G(V, E)
Output: Set of all cycles
i ← 1
No = |V |
while No ≥ 3 do

Find all cycles passing through a node i using TEN (Algorithm 10)
Remove node i from G(V,E)
i = i+1
No = No - 1

end while

objective of PCA is to construct all possible cycles in the given network. The pseudocode

of PCA is shown as Algorithm 9.

All cycles passing through a node are explored by a proposed traveling over Each Node

(TEN) algorithm. The TEN algorithm is similar to the BDFS algorithm expect that when

it encounters the first fundamental cycle where a destination node connects only to a source

node, it does not stop after constructing the fundamental cycle. Instead, TEN continues

searching cycles traveling over the node. There exists two conditions that must be satisfied

to implement PCA. First, we remove nodes with a nodal degree 1 (d̄=1) from the network

topology since a cycle cannot be formed from these nodes. Secondly, we disconnect every

link which connects to a root node after we find all cycles through a node. This is in order

to avoid enumeration of repeated cycles. Algorithm 10 presents the pseudocode of the TEN

algorithm.

Cycle Selection based on Standard Deviation (CSSD) Approach

The main objective of CSSD is to select a suitable set of cycles for protection. Among

the existing heuristic approaches, one feasible scheme for determining a set of p-cycles is

to compute the capacity utilization protected for each candidate cycle. Our algorithm also

measures the capacity utilization protected by computing the average unprotected capacity

after removing the capacity protected by the selected cycle. This average shows how much
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Algorithm 10 : Traveling over Each Node (TEN)

Input: An undirected graph G(V, E), root
Output: Candidate cycles
Nei ← set of neighbors of node root
if |Nei| < 2 then

return
end if
for i = 1 to |Nei| − 1 do

s ← Nei(i)
pathlist = [root s]
while Pathlist is not empty do

currentpath ← pathlist(1)
parentnodes ← currentpath
N ← last node of currentpath
remove currentpath from pathlist
list ← neighbor node of N
remove parentnodes from list
for each k node of list do

if k is root then
Create cycle

else
Newpath = [currentpath, k]
Put newpath in the pathlist

end if
end for

end while
disconnect s from root

end for
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the distribution of unprotected capacity is reduced by the selected cycle. The average (Λ)

is expressed as:

Λj = mean(∆j) (5.1.2)

constraint:

∆j = $ − Φj (5.1.3)

If the number of cycles selected by Λ is one, we select the cycle. If not, we apply the

standard deviation of Λ (Ξ) in order to select a next best cycle. Ξ gives us more information

to select a cycle. For example, if a cycle selected by Λ only protects some unprotected

capacity, it will sometimes leave high wasted working capacity on some spans. However, if

we select more spread cycles for protection, it is possible to avoid wasted working capacity.

That is, Ξ shows how spread up each cycle is to cover unprotected capacity. Thus, we use

Ξ and select its minimum value from a set of Ξ. Ξ is defined as:

Ξ =
M∑

s=1

(∆s − Λs)
2 (5.1.4)

After Ξ and Λs are known, our last decision criterion is applied if the number of cycles

is still not one. This criterion is used to reduce the amount of spare capacity. The wasted

spare capacity is working capacity for on-cycle spans, those that do not protect any working

capacity but should occupy the spare capacity. If we can determine a cycle with a smallest

degree of spare capacity but the same capacity utilization protected, we achieve better

performance. Thus, we determine a cycle which has the minimum value from a set of Φ.

The wasted spare capacity Φp is computed as:

Φp =

L∑

i=1

Wp,i

L∑

i=1

Cp,i

(5.1.5)
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where

Wp,i =





1 if Sp,i is less than zero

0 otherwise

Cp,i =





1 if i is an on-cycle span of cyclep

0 otherwise

Algorithm 11 shows the pseudocode of CSSD. The CSSD approach only determines one

best cycle from all candidate p-cycles.

Algorithm 11 : CSSD
Input: working capacity, Φ
Output: cycle
Unprotected capacity($) ← working capacity
Compute (∆, Λ) of |Φ| by Eqs. 5.1.2, 5.1.3
Determine set of cycles (η) with minimum value of Λ
Compute Ξ of η by Eqs. 5.1.4
Check set of cycles(Θ) which is minimum value in Ξ
Calculate spare capacity(Ψ) of set Θ using Eq. 5.1.5
Select a cycle with minimum Ψ of set Θ

5.2 Simulation Results and Analysis

In this section, we present and discuss the results obtained by performing HECS. Four well-

known networks have been considered: the NSFNet, COST239, EON and USA networks.

Data regarding these topologies has been introduced in chapter 3. We compare the perfor-

mance of the proposed heuristic algorithm to optimal solutions and conventional heuristic

approaches to evaluate the effectiveness of the proposed approach.

5.2.1 Performance comparison

First of all, we implement the PCA algorithm to compute all cycles in the given networks.

Table 5.1 shows these results. They are presented as number of cycles and computation
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time. It is observed from the results that our algorithm is reliable within a reasonable

running time.

Table 5.1: All cycles generated by PCA for test networks
Network NSFNet COST239 EON USA

All possible cycles 139 3531 8857 7321
All cycles by PCA 139 3531 8857 7321
time(s) for PCA 0.68 12.42 63.81 2384

After determining candidate cycles, we compare the performances to the ILP formula-

tion, the heuristic algorithm CIDA given in [55] and Zhang’s algorithm provided in [57] to

evaluate our simulation. From now on, we will refer to Zhang’s algorithm as Zhang. Every

algorithm in this simulation is performed with all cycles. The computational time and the

percentage difference from the optimal solution (Diff(%)) are shown for each network. For

each network, the simulation results are shown in Tables 5.2, 5.3, 5.4 and 5.5. The aver-

age results are described in Table 5.6 and Fig. 5.1 presents the differences from the ILP

solutions. Interestingly, the comparison shows that the results from CIDA and Zhang are

exactly the same. The only difference between them is the computation time. The running

time of Zhang is on average is slightly longer than CIDA as shown in Table 5.6. Thus, we

do not discuss Zhang’s algorithm in these simulation results.

Simulation results for NSFNet topology

The total working capacity is varied from 193 to 287. We observe from the numerical

results that the performance of HECS is very close to CIDA in this test network. In the

best case, CIDA is 1.1% worse that the optimal solution, whereas HECS is 2.4%. The

computation time only requires 0.03(s) for both of these approaches. That is, we observe

an outstanding improvement in computational time of our proposed approach compared to

the ILP solution. Furthermore, the redundancy on average results shows that HECS and

CIDA are 2.87% and 3.68% of the optimal solution within 0.1(s) of computation time.

Simulation results for COST239 topology
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Table 5.2: Simulation results for NSFNet topology
NSFNet (C = 32)

WC 193 204 212 225 237 243 257 264 271 287
pure
ILP

Re 68.4 64.2 69.8 64 67 60.9 68.1 66.3 65.3 65.5
time(s) 2 9 17486 12 11.8 2.1 92.9 12 1 19.3

CIDA
Re 72 68.1 73.1 68.4 70.3 65 72 70.1 69.7 66.6

time(s) 0.03 0.02 0.02 0.02 0.03 0.04 0.03 0.03 0.03 0.03

Zhang
Re 72 68.1 73.1 68.4 70.3 65 72 70.1 69.7 66.6

time(s) 0.16 0.07 0.12 0.16 0.07 0.11 0.09 0.12 0.08 0.09

HECS
Re 69.4 69.1 72.2 70.2 70.3 63.4 70.8 70.1 68.3 67.9

time(s) 0.03 0.02 0.02 0.02 0.03 0.04 0.03 0.03 0.03 0.03
usage(%) 28.7 30.4 31.6 33.5 35.3 36.2 38 39.3 40.3 42.7

WC: working capacity, Re: Redundancy

The number of traffic demand is varied from 240 to 340. It is found from the simulation

results that on average the solutions achieved by CIDA are close to the optimal solution with

just a 3.99% difference from the ILP solution. In the best case, CIDA is 0.3% different from

optimal results and with a computation time of 0.2(s). In the worst case (traffic demand of

295), CIDA is 7.1% off. This result shows that the implementation of CIDA can lead the

worst case for protection.

the worst case occurs with the implementation of CIDA.

Table 5.3: Simulation results for COST239 topology
COST239 (C = 32)

WC 244 254 266 273 287 295 302 318 322 331
pure
ILP

Re 31.6 29.1 30.1 30 30.3 29.2 29.1 30.5 32.9 29.3
time(s) 21600 17194 21600 21600 2137 21600 3871 21600 21600 4872

CIDA
Re 35.7 32.3 35 33.3 33.8 36.3 33.1 34.6 33.2 34.7

time(s) 0.24 0.2 0.2 0.22 0.2 0.2 0.22 0.3 0.2 0.22

Zhang
Re 35.7 32.3 35 33.3 33.8 36.3 33.1 34.6 33.2 34.7

time(s) 0.32 0.2 0.26 0.22 0.21 0.19 0.25 0.32 0.24 0.25

HECS
Re 32.4 29.5 30.1 30.4 31.4 29.2 29.1 30.2 30.1 29.9

time(s) 0.3 0.24 0.3 0.25 0.3 0.29 0.34 0.35 0.31 0.34
usage(%) 30.3 31.5 33 33.9 35.6 36.6 37.5 39.5 40 41.1

WC: working capacity, Re: Redundancy

On the other hand, we have shown that the performance of HECS is much better than
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that of CIDA. HECS can achieve -2.8% of optimal solution within 0.3(s) when traffic demand

of 295 is used. Please note that we restrict the computation time of ILP to a maximum of

21000(s), hence the better than optimal result. In the worst case, HECS is only 1.1% from

the optimal solution. Our performance on average is 184 times better than CIDA and the

running time of HECS is around 2 ∗ 10−5(s) of that required by the optimal solution. In

short, our approach can achieve near optimal solution within acceptable computation time.

Simulation results for EON topology

We now simulate the EON topology and then compare the performance of this topology

to other approaches such of the CIDA and ILP models. The simulation results show that

CIDA offers a significantly faster computation time compared to the ILP model. However,

we find that the solutions generated using CIDA has a large discrepancy compared to the

ILP model.

Table 5.4: Simulation results for EON topology
EON (C = 32)

WC 355 367 377 384 392 405 411 427 436 445
pure
ILP

Re 52.9 58.6 53.5 51 53.6 54.8 53 55 53.2 49.9
time(s) 3915 21600 3828 197 1644 8631 21600 214 8686 21600

CIDA
Re 64.4 66.9 63.3 60.2 64 64.4 65 65.8 63.5 60

time(s) 1.8 1.9 1.8 1.7 2 2 2.2 2.1 2.1 2

Zhang
Re 64.4 66.9 63.3 60.2 64 64.4 65 65.8 63.5 60

time(s) 2.2 2.34 2.14 2.21 2.73 2.67 2.8 2.91 2.89 2.6

HECS
Re 56.3 59.2 55.1 56.3 56.1 56.3 54.7 57.4 56.4 52.8

time(s) 1.9 1.9 1.8 2.3 2.2 2 2.3 2.5 2.6 2.2
usage(%) 30.1 31.2 32 32.6 33.3 34.4 34.9 36.3 37 37.8

WC: working capacity, Re: Redundancy

For example, in the worst case CIDA is 11.5% from the optimal solution and the best

found solutions of CIDA are 8.3% away. If we focus on running time, however, CIDA can

make the ILP model solvable with a much lower computational complexity (4595 times

faster than ILP). With the HECS approach, the simulation results show that our approach

can strike the balance between optimality of the solution and computational complexity.
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HECS is within 0.6% of the optimal solution in the best case (traffic demand of 367).

Table 5.6 shows that HECS is 2.51% from optimal solution within 2.17(s) on average.

Simulation results for USA topology

These results show that with our algorithm, an almost optimal spare capacity consump-

tion can be achieved with much less running time than that required by ILP. It is found

that we reduce computation time used by around 2 ∗ 10−4% of that required to find the

optimal solution. In the distribution of traffic demand between 520 and 530, HECS is 1.1%

from the ILP solution and is around 8 times better than CIDA solution. We observe from

Table 5.6 that our performed results are 2.92% of the optimal on average whereas CIDA is

7.34%. Furthermore, the results show that the average running time for HECS is slightly

faster than that required by CIDA

Table 5.5: Simulation results for USA topology
USA (C = 32)

WC 458 467 476 485 494 507 515 526 537 544
pure
ILP

Re 68.6 67.2 71 65.2 67.8 67.9 65.8 67.5 69.5 68.6
time(s) 1098 21600 944 399 5109 872 593 2294 16775 21600

CIDA
Re 77.1 73.9 76.9 72.4 75.5 74 73.4 75.9 75.8 77.6

time(s) 1.8 1.8 1.5 1.3 1.5 1.5 1.5 1.6 1.7 1.9

Zhang
Re 64.4 66.9 63.3 60.2 64 64.4 65 65.8 63.5 60

time(s) 2.2 2.34 2.14 2.21 2.73 2.67 2.8 2.91 2.89 2.6

HECS
Re 72.7 71.3 75 68 70.5 70 67.6 68.6 72.4 72.2

time(s) 1.4 1.3 1.6 1.4 1.4 1.6 1.4 1.6 1.5 1.7
usage(%) 32.8 33.5 34.1 34.8 35.4 36.3 36.9 37.7 38.5 39

WC: working capacity, Re: Redundancy

From the results, it is observed that the proposed HECS algorithm possesses a balance

between performance of capacity redundancy and computational time. Therefore, HECS

is more attractive for dense and large networks. As for the COST239, HECS can achieve

near optimal solution within 1(s). For EON and USA, our results are superior to existing

approaches and with very reasonable computation time.
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(b) COST239 network
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(c) EON network
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(d) USA network

Figure 5.1: Difference from the optimal solution for the four test networks

Table 5.6: Average results in each test network
Performance Pure ILP CIDA Zhang HECS

NSFNet
Re 65.95 69.63 69.63 68.82

time 1764 0.03 0.11 0.05
Diff 0 3.68 3.68 2.87

COST239
Re 30.21 34.2 34.2 30.23

time 15767 0.22 0.22 0.3
Diff 0 3.99 3.99 0.02

EON
Re 53.55 63.75 63.75 56.06

time 9191 1.96 2.55 2.17
Diff 0 10.2 10.2 2.51

USA
Re 67.91 75.25 75.25 70.83

time 7128 1.61 2.96 1.49
Diff 0 7.34 7.34 2.92

Re : Redundancy, Diff : Diff(%)
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5.3 Conclusion

This chapter has presented and discussed a heuristic approach to p-cycle selection that

avoids the use of the ILP model. We term this algorithm the Heuristic approach for Efficient

Cycle Selection (HECS). The results show that the proposed algorithm can achieve near

optimal solution in dense and large networks. Furthermore, this algorithm greatly reduces

computational complexity in a dense networks when compared to the ILP model. We thus

conclude that HECS is suitable to design p-cycle network because it has the balance between

computational complexity and optimality of solution with 100% protection.



Chapter 6

Conclusion and Future Work

Optical networks based on WDM technology can carry very high bandwidths over fiber links

in the network so that the capacity utilization can be dramatically increased. However, the

high bandwidths carried by such links have the potential problem of the loss of a tremendous

amount of capacity when a failure of a node or link occurs. Thus, network survivability is a

very important issue in optical networks to prevent such huge losses. Various mechanisms

have been investigated and examined by other researchers as discussed in chapter 2. The

most promising is the pre-configured protection cycle (p-cycle) approach, which can offer

the computation speed of ring networks and the capacity efficiency of mesh networks. To

achieve optimal solution for p-cycle designs, the initial step requires all possible cycles

in the network to be identified and then an ILP formulation is usually used to selects an

optimized set of p-cycles. However, the ILP model has the drawback of high time complexity

in dense networks since the number of cycles grows exponentially depending on the number

of nodes and spans. In practice, however, also a few cycles are needed to achieve an optimal

solution. There exists some heuristic approaches to tackle the problem as discussed in

literature review. The heuristic methods are limited to a manageable number of cycles to

achieve near optimal solutions within reasonable computation times.

In Chapter 1, we opened the thesis with a background of optical network and gave

the basic concept of survivability. Chapter 1 also introduced our motivation and purpose

80
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in this thesis. Chapter 2 provided the explanation of network survivability mechanisms.

The mechanisms were pre-planned protection, dynamic restoration, shared backup path

protection (SBPP) and pre-configured protection cycle (p-cycle). These various existing

methods for p-cycle design were reviewed. The existing methods were classified into two

types: ILP formulation and heuristic approach. Basically, the ILP model offers optimal

solutions using all cycles, but this has a computation time problem when the number of

p-cycles grow exponentially in large networks. This issue gave us motivation to investigate

heuristic approaches in this thesis. Heuristic approaches provide near optimal solution, but

this introduces the problem of balancing between capacity utilization and time complexity.

This issue in the heuristic approach has been the focus of our work.

Chapter 3 presented graph theory and the mathematical notations for the correspond-

ing network design used in this thesis. Four test networks, named NSFNet, COST239,

EON and USA, were introduced. We closed Chapter 3 with the assumptions used in the

implementation of our designed approaches.

This thesis has proposed new heuristic techniques for balancing between capacity ef-

ficiency and computation time. To achieve our main objective, we have investigated two

kinds of heuristic approaches: a heuristic approach based on an ILP formulation and a pure

heuristic approach. Both have been evaluated by comparing them with a full ILP solution

and existing heuristic approaches. In Chapter 4, we proposed our first approach to enu-

merate good candidate cycles for use by ILP to ensure 100% protection. It is based on a

modified definition of network fundamental cycles. A set of candidate p-cycles is created by

joining different fundamental cycles and the algorithm can achieve the best performances

in terms of capacity utilization and time complexity. The simulated results show that the

performance is close to optimal within reasonable computation time. For COST239 net-

work, design efficiencies as low as 30% redundancy are achieved. In addition, we found

from the results that small cycles are needed in order to achieve better performance as
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expected. In Chapter 5, we proposed a second approach based on a pure heuristic tech-

nique that does not use the ILP model. All cycles in the network under consideration have

been pre-computed using PCA and then a set of suitable p-cycles are determined based on

three proposed three factors. The results show that the proposed method outperforms the

exist heuristic approach. Average redundancy in all test networks is within 3% of optimal

solution and 2.5(s) of computation time.

Thus, we can conclude that both approaches are of great use in achieving the best

performance. For dense and large networks, the proposed pure heuristic approach performs

very close to ILP solution within acceptable computation times. It can meet our objective

in terms of balancing between the optimality of solutions and the time complexity.

6.1 Future Works

In this thesis, we consider the logical topology design in the context of network survivability

with the objectives of balancing between utilization of network capacity and restoration

time. However, the topology design has been researched under various assumptions. Thus,

there are some possibilities for further extensions to the current work and these are itemized

below.

• This thesis on p-cycle design has been limited to static traffic. It aims to balance

between fast restoration time and high capacity efficiency. However, survivability

in dynamic networks is more complex and it will be hard to achieve this objective.

This is because the traffic demands arrive randomly and we do not have concise

information on the traffic pattern. This can lead to high blocking probability and

reduce the protection against network failure. Thus, dynamic traffic in real network

is an important field of study for the design of survivable networks.
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With dynamic traffic, every link may be required to carry many different traffic de-

mands. In general, some of the capacity on the link is reserved to provide 100%

protection. It is then desired to minimize the total the reserved capacity for protec-

tion.

• In optical WDM networks, the wavelength continuity problem is an important issue

to set up lightpaths as discussed earlier in this thesis. But, in this thesis we made

the assumption that wavelength convertors (WCs) are available at every node of the

network. This assumption makes it possible to provide good performance in terms of

blocking probability. However, every node in real networks are unlikely to be equipped

with full wavelength conversion. This is because WC is still costly equipment. WCs

trade off between cost and capacity utilization. A challenge in WC is to search a

node location which can be equipped with wavelength conversion. Hence, another

extension is to optimize wavelength converter placement, i.e.,how many to use and

where to place them.

• In reality, network survivability should provide 100% restorability against a single link

failure or dual link failures. However, most researchers have focused on protection

under single link failure since dual link failure protection is more difficult to solve

and find the optimal solution. This thesis also considered single link failure in the

context of the network survivability. A few studies have proposed a new framework to

protect against dual link failures [73, 74]. These aim to offer capacity optimization for

surviving dual link failures in mesh optical WDM networks. However, this research is

still at single link failure. Therefore, another extension to this thesis is to investigate

the network capacity design for protection against a mix of dual link failures and

single link failure
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