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Table 6.1 Pilot study Security decay preliminary item bank 

 

Decay 

Categories  

PPPS Components 

Conditions Phenomenon Consequence 

 

Technical  Poor maintenance, failing 

to maintain systems 

technical components at 

operational levels. This 

includes both scheduling 

and fault repairs. 

 

 

Specific sub-system key 

performance indicators not 

maintained. 

 

Decay manifests in 

individual key 

performance 

indicators. 

 

 

 

 

Decay manifests in 

individual key 

performance 

indicators. 

 

 

 

 

 

Specific element 

interrelations not 

achieved, 

significantly 

reducing the macro-

state output key 

performance 

indicator.  

 

 

People Poor system 

management/supervision. 

 
 

 

People changing their 

procedures. 

 

 

 
 

 

 

Failure to maintain training 

standards overtime. 

 

Poor monitoring 

leads to small 

changes in work 

practices. 

 

This decays the 

human-technology 

coupling as 

personnel don’t 

fulfil their duties 

based on the desired 

KPI’s. 

 

 

Decay relating to the 

technology-human 

coupling which is 

required in a 

complex system. 

 

 
Various sub-system 

KPI’s are reduced 

due to lack of 

conscientiousness 

which propagates 

through the 

remainder of the 

system. 

 

 

 

Total system 

effectiveness 

degraded. 

Physical Slow continuing 

degradation which contuse 

as it remains undetected. 

 

Individual components 

decay. 

 

 

Environmental effects on 

individual components.  

 

 

 

 

This decay 

propagates through 

the remainder of the 

system. 

 

 

Decays individual 

components, 

impacting on their 

sub-systems KPI’s. 

 

 

 

Degradation of 

specific sub-system 

key performance 

indicators. 

 

 

Degradation of 

whole system 

performance based 

on system 

interrelationships. 
 

 

 

(Adjusted from Gillham, 2000, p. 68). 
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6.7 Adjustments to semi-structured survey questionnaire 

 

Pilot studies enable researchers’ to ascertain what worked well and what changes could 

be made to enhance the effectiveness, and depth to the study. The semi-structured 

interview questionnaire relating to the theory of entropic security decay was subjected 

to a pilot study to ensure that prior to engaging in the formal research component of this 

study the questionnaire was subject to test conditions congruent with those which the 

formal study would be subjected. As a result of this pilot study, in-line with Martin 

(2000), and (Gillham, 2004), a number of changes were recommended and implemented 

to enhance the semi-structured interview questionnaire effectiveness in drawing out 

responses which would contribute towards answering this study’s sub- research 

questions and overarching research question.   

 

The following changes were made to the research questionnaire: 

 

The first change to the research questionnaire was the removal of the alphabetical 

sequencing and bulleted sub-questions to incorporate a simpler numerically sequenced 

interview questionnaire. It was considered that this change would facilitate a simpler 

interview questionnaire to administer and report findings.  Based on the numerical 

sequencing of the interview questionnaire, question three’s (3) wording was slightly 

changed to: Can you tell me how you apply security’s body of knowledge, including 

security methodologies and concepts? If participants do not mention the application of 

the theory of defence in depth, then the question; do you use the theory of defence in 

depth will be asked. Table 6.2 displays the remaining changes that were incorporated 

into the semi-structured interview questionnaire: 

 



154 

 

Table: 6.2 Semi-structured interview questionnaire changes  

 

Question No.    Question wording changes 

 

 4 Can you please explain to me your understanding of a system? Do you          

consider the relationships between the components and the goal of the 

system? 

 5 Do you support a systems approach towards security? Yes/No. 

 

 6 What do you think the systems approach towards security involves? 

 

7 According to the principles of systems theory small changes within a 

specific component can lead to a large change at the output of the 

systems. Do you agree with this premise? Yes/No Can you explain 

why? 

 

 9 Based on your experience, do you believe the key performance 

indicators of the systems are related to the systems effectiveness? Can 

you explain how? 

11 What is your understanding of security decay; 

 

13 In considering the argument that security controls decay, how do you 

think this occurs within a systems approach to security? 

 

14 

 

The concept of security decay argues that decay within a PPS occurs 

within the individual constituents, within the PPS, and its effects 

propagate through the system from this point. Based on your 

experience, do you support this premise Yes/No, why, why not? 

 

15 

 

Do you feel this applies to a PPS? Yes/No. Can you give me an 

example where you have come across this? 

 

16 

 

 

Based on your experience, what do you consider the effects of decay 

are? 

 

17 

 

Once decay has set in, do you think its effects, both at the point of 

manifestation and throughout the remainder of the system are 

reversible? Yes/No. How do you think so? Or, why don’t you think so? 

  

20 

 

Based on your experience, is there any facet of security decay which 

you can add to the research enquiry? This may include factors 

associated with either the cause of decay or impacts from it. 

 

6.8 Conclusion 

This chapter presented the Pilot study with the aim of conducting a complete trial of the 

proposed methodology to both establish the feasibility of continuing into the main study 
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phase and to identify and rectify potential problems prior to commencing the resource 

intensive formal study. The findings from the pilot study were that the pilot panel 

reported support towards the three sub-research questions, where it could be interpreted 

that the panel support the argument that Physical Protection Systems (PPS) suffer from 

decay, and that such decay is manifested at the component level which then expands to 

that components specific sub-system, affecting this sub-systems key performance 

indicator. Then, based on the interrelationships within the system, propagates 

throughout the remainder of the system, therefore negatively impacting on the “whole” 

systems key performance indicator, and ultimately decreasing the implemented level of 

risk treatment.  

 

The pilot study demonstrated the viability of the study, supporting the progression into 

the main study with minor changes to the semi-structured questionnaire. As such, this 

chapter presented a number of changes which were made to the semi-structured 

interview questionnaire towards enhancing data collection practices and processes, and 

towards drawing out deeper research data framing the concept of security decay.  
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CHAPTER 7 

ANALYSIS: PANEL ONE 

7.0 Introduction 

This chapter presents the first stage of phase three of the study, research panel one (n=3) 

interview questionnaire analysis. The aim of this chapter was to produce a gradual 

growth in experienced based knowledge towards developing a deeper understanding of 

entropic security decay. To achieve a successful outcome, an inductive analysis was 

conducted with research participant responses providing an analysis suitable for 

deductive evaluation in Chapter 9 (Phase 4). As previously stated, to-date there is dearth 

of knowledge relating to the gradual degradation of security systems. The variables and 

factors underpinning the theory of entropic security decay are still under investigation, 

at the conceptual stage.  

 

This chapter is broken into a number of sections, providing participant responses to the 

interview questions (N=20).  Section 7.1 presents this study’s research panel one 

participant’s biographical information, establishing each participant as a security expert 

within their respective security domains. Section 7.2 presents the interview data 

inductive analysis which will be drawn on in phase four of the study to achieve the 

required deductive analysis enabling responses to the study’s research question. Section 

7.3 provides a reflection of themes and core principles which evolved from this panel 

interview data that will be taken forward to research panel two (Chapter 8). Section 7.4 

concludes the chapter, presenting a summary of achievements.  

6.1 Participants 

Participants’ for this research, in-line with Section 4.4 participant sample, consisted of 

peer nominated security experts (N=6) divided into two research panels, research panel 

one (n=3) (this chapter) and research panel two (n=3) (Chapter 8). These experts were 

selected and solicited to participate in this study based on the criterion that they are 

employed to provide security category knowledge advice across the varied security 

related occupations. Their selection was based on their extensive knowledge or ability, 

their experience, occupation and/or education and training others rely upon them for 

professional opinion within the multi-disciplined security industry and they were 

considered by their peers (peer revered) as experts, forming a non-probability 

(purposive) sample.  
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7.1.1 Research Panel One 

Panel member one 

Panel member one is a client relationship manager for a large security engineering 

organization. Panel member one holds an electrician’s qualification, electrical 

technician’s qualification and a Diploma of Applied Science. His area expertise and 

duties include security risk management and the design of technical, physical and 

procedural security controls to reduce various organisation identified risks. Once 

strategies have been identified, panel member number one leads the implementation of 

large scale security engineering projects to achieve client’s risk reduction needs. Panel 

member one has over twenty (20) years experience in security risk management, and the 

technical design and implementation of capital works security projects. 

 

Panel member two 

Panel member two is the coordinator capital works projects for a correctional 

department. His duties and focus is the security aspects of capital works project 

management within the justice portfolio. He provides advice and project management 

services towards building, refitting and maintaining effective security infrastructure to 

ensure his organisation can meet its business needs. Panel member two served in the 

Australian Defence Forces for nine (9) years, has worked in customs in the area of 

strategic assessments (one year) and has been with the corrections department for 

approximately eleven (11) years. Panel member two holds a Bachelors Degree in 

Security with a minor study area in Management from Edith Cowan University in 

Western Australia. 

 

Panel member three 

Panel member three is the state-wide security manager for a correctional Department, 

whose region covers 2.5 million squared kilometres. This position provides security 

services advice towards maintaining the Department’s Security Directorates business 

component. The position means that panel member three is required to implement and 

coordinate both physical security audits and procedural audits. In addition, the manager 

reports on security practices and emerging technologies and is required to ensure 

ongoing development of security risk management processes. Panel member three has 

been in this role for five (5) years, prior to this he worked in the security and emergency 

unit within the Corrective Services for approximately twenty (20) years.   
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7.2 Research Panel one interview questionnaire analysis 

The theory of entropic security decay is framed around a functional, operational 

definition of security where security is defined as “A stable condition stemming 

from a systematic process which effectively combines people, equipment and 

procedures, within a security context, to restrict unauthorised access to either 

people, information or physical assets through their ability to deter, detect, delay 

and respond to attacks which may lead to loss of, or, harm to protected assets 

manifested by a malevolent human adversary/s who seek/s to gain a level of 

unauthorised access”. This definition is focused towards the integration of all 

heterogeneous security centred measures in the establishment of a “systems” 

approach in implementing effective security controls. In-line with Patton (2002, p. 

454) this analysis will be achieved by drawing on an inductive process (Section 

4.7), discovering themes categories which emerge from the collected interview data.  

 

To achieve the data collection phase of the study each panel member was met 

individually. At the beginning of the interview the study’s aims and benefits were 

explained to each participant, and their voluntary status was established. Concordant 

with Section 5.7.2 Ethics, each panel member was asked to complete an informed 

consent form. After informed consent was established in writing, the interviews took 

place, taking approximately 1 hour and 30 minutes each for the first round, and 

approximately 30-40 minutes for the feedback interview. As with the pilot panel, due to 

some panel member’s professional commitments, some second round interviews were 

conducted utilizing e-mail and telephone interviews. However, where possible second 

round interviews took place in a face-to-face exchange.    

   

7.2.1 Question One: Security’s organisational role 

Question one of the semi-structured interview questionnaire (Appendix C) asked panel 

members to state what, from their experience, the role of security is within an 

organisation, that is, the systems purpose. This question related to the functional 

approach towards security, discussed in Section 2.1.3 Security defined, and sought to 

consider the validity of this thesis’s functional, focused approach to security. This 

approach sought to validate the removal of attached disciplines such as safety from the 

security function at the tactical level of management to enable a concentrated approach 

towards discussing, explaining and defining security decay functionally and across all 

three levels of organisational management (strategic, tactical and operational).  
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In response to this question, panel member one stated that security depends on context; 

however, for him security primarily relates to the protection of people, not occupational 

safety and health, although this does come into it, rather the safety of people from 

malicious people. In addition, it also encompasses asset protection, secure containment 

and incident management. Panel member one stated that security is embodied within a 

triangle (Figure 7.1), interlinking management, technology with the built environment.  

 

Figure 7.1 Panel member one’s security management diagram. 

 

To this question, panel member two stated that security relates to the protection of 

assets, including people, information and physical, integrated to assist the organisation 

achieve its specific business objectives. In considering this approach, panel member 

three stated that security for him is about the secure containment of offenders 

(institutional approach), approaching security from an organisational context, and states 

this is achieved through the provision of physical, procedural and dynamic 

(intelligence) security measures in a balanced and holistic manner.  

 

During the feedback process (round two) panel members supported each other’s 

responses. Therefore, for this panel, a consensus was achieved that security relates to 

the protection of an organisations assets, including people, information and property to 

achieve organisational specific business objectives, that is, context specific. For this 

question within the research panel a consensus was also achieved, supporting the pilot 

panel’s results. The research panel supported that security at the tactical level of 
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management, relates to the holistic implementation of procedural, physical and 

electronic measures which aim to protect an organisation’s assets which includes 

people, information and physical property through their ability to deter, detect, delay 

and respond against organisation specific threats in order for an organisation to achieve 

its business objectives.  

 

7.2.2 Question two: Security’s organisational purpose 

Question two sought to establish whether research panel one viewed security’s role as a 

risk reduction role in-line with Section 3.4 Security and risk management. All panel 

members responded “yes” to this question. Panel member one stated “without 

knowledge of risk there is no baseline for security”. In addition, panel member two 

stated “security’s role is to mitigate known or perceived risks”. During the feedback 

process the panel supported the interpretation that a consensus was reached within the 

panel that security is a risk reduction role.  The research panel supported the pilot 

panel’s views that security is a risk reduction role at the strategic level of management. 

Furthermore, the research panel supported the pilot panel’s view that security also has a 

deterrent role for any organisation towards preventing security related incidents.  

 

7.2.3 Question three: Security’s body of knowledge 

Question three asked panel members how they apply security’s body of knowledge 

including theories, principles and specifically Defence in Depth. Panel member number 

one responded that it does depend on the security context; however, Defence in Depth is 

an absolute underpinned by security risk management, that is, you need to understand 

the context. Furthermore, panel member one stated that security must be very 

functional. To this question, panel member two stated that he employs Defence in Depth 

along with crime prevention through environmental design (CPTED) and risk 

management. According to panel member two, all these aspects need to be interrelated. 

Panel member two stated that security intelligence (SYNT) needs to be integrated with 

risk management to ascertain how Defence in Depth will be achieved. In addition, panel 

member two states that Defence in Depth is achieved across a site based on the access 

control requirements, considering different zoning contexts. Panel member three also 

reported that he employs Defence in Depth and CPTED, stating “security incorporates 

procedural, physical, technical, intelligence and risk management in a balanced 

approach”.      
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For this question a consensus was achieved, in-line with the results from the pilot study, 

that Defence in Depth coupled with CPTED and risk management applied holistically, 

based on a hierarchical system of access control is the salient and consistent 

strategy/means of employing security’s body of knowledge, and that the employment of 

such a body of knowledge must be very functional. 

 

7.2.4 Question Four: Defining systems 

Question four explored panel members’ understanding of a system in relation to Section 

2.2.2 Defining systems and Section 2.2.3 the systems approach, and asked panel 

members to explain their understanding of a system. To this question panel member one 

stated a system approach is a “top down process”. A systems approach considers strong 

interrelations between the components in achieving their and the system’s objective, 

and the interrelationship between the design stage and the operator interface. According 

to panel member one, a systems approach requires a structure with good interactions 

between components (highly interrelated) which is seen as a “whole”. Panel member 

two responded that a system ties together a group of elements and constituents which 

maintain a role towards an overall outcome, where all aspects are interrelated. Panel 

member three’s views were similar, stating that systems are components linked, that is 

physical and procedures linked to achieve a goal. 

 

In addition, the research panel supported the pilot panel’s consensus that a systems 

approach to security relates to how risks can be reduced through a holistic approach, 

interrelating the separate components which combine to achieve an overall goal. For 

this panel a consensus was reached that a systems approach is a top down process 

(systems purpose) which ties together the separate components/constituents that have a 

defined role, which are interrelated with other aspects to facilitate the achievement of 

the systems overall goal. The panel’s views and understanding were accordant with 

Sections 2.2.2 and 2.2.3 (Chapter 2) and indicates that accordant with this literature, the 

panel have a good understanding of what constitutes a system.  

 

7.2.5 Question Five: The systems approach to security 

Question five asked panel members if they supported a systems approach to 

implementing effective security. All panel members provided an affirmative response to 

this question, achieving a consensus, with all panel members reporting that they support 

a systems approach towards achieving security risk reduction. However, panel member 
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one stated “as long as systems are designed properly to manage the security risks they 

are intended to manage”. This consensus is consistent with the literature reviewed in 

Section 3.1 (Chapter 3), an open systems approach to physical security, where such an 

approach was recommended by many published security professionals. It is the systems 

approach to security risk reduction which frames this research’s approach to 

understanding security decay. It is therefore interpreted that a consensus exists amongst 

the panel supporting the systems approach to security and specifically, security risk 

management.  

 

7.2.6 Question Six: Defining the systems approach to security 

Question six asked panel members what they believed the systems approach to security 

involves. Panel member one responded the systems approach is a holistic approach that 

recognises the main contributions to the security solution. This approach includes the 

built environment, the technology, physical security aspects, procedures and 

management processes, and how each of these elements are implemented, recognising 

the importance of each other and how the interactions compliment and influence each 

other (Figure 7.1). According to panel member one, each element is configured or 

implemented to support each other, recognising the Swiss cheese approach (Figure 7.2) 

towards achieving holistic security. The Swiss cheese model proposes that under normal 

circumstances the holes in each slice of cheese will be covered up by subsequent layers 

of controls, where the summation of these controls represents the effectiveness of the 

system in managing an attack against the system.  

 

Figure 7.2 The Swiss cheese approach to security (Standards Australia; HB 167, 2006, 

p. 60).  
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Panel member one’s views were supported by panel member two, who stated “the 

systems approach to security is the same as the systems approach with any organisation 

aiming to achieve business objectives”. According to panel member two, the Physical 

Protection System (PPS) broken down into its component parts relies on the other 

components within the system, where if one component is broken, or removed, this 

changes the whole system. For example, Defence in Depth relies on all its elements to 

be integrated and at their measure of effectiveness. To this question, panel member 

three focused on the design aspects of a systems approach, stating for him, the systems 

approach is about having sound security practices in place before an event occurs, 

across all body of knowledge domains.   

 

The panel reached a consensus that the systems approach to security is a holistic 

approach, which achieves its objective through the integration of separate security 

components/ constituents, being physical, technical and procedural, each with a defined 

role, that are implemented in a manner where their interrelations compliment and 

influence each other to reduce security related risks in a preventative manner. 

Specifically, panel member one utilized the Swiss cheese analogy to emphasise the 

systems approach to achieving holistic security. During the feedback process both panel 

members two and three supported this analogy, with panel member three stating “this 

model was a good example”.    

 

7.2.7 Question Seven: System sensitivity 

Question seven related to a premise within systems theory that small changes within a 

specific component can lead to a large change at the output of systems, and asked panel 

members whether they agree with this premise and explain their reasons.    

 

Panel member one responded to this question stating that he does agree with this 

principle. According to panel member one, due to the reliance on each element, small 

changes can have a domino effect on each of the other elements that combines to the 

systems base structure. These changes may be small, but if not considered in a holistic 

manner or without clear understanding of why an element was implemented or 

structured in the first place, you can change the basic premise of why and how it 

supported other elements within the system. Once again, panel member one drew on the 

Swiss cheese model, stating that you can actually move the “holes” so that it now aligns 
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with another hole (Figure 7.3). If you do this with several or many small changes you 

can create a weakness that is substantial, yet difficult to recognise.  

 

 

Figure 7.3 The Swiss cheese model where the holes line up, creating a system 

weakness. 

 

To this question panel member two stated, “It comes down to a cause and effect”. By 

one small element changing, results in a larger-more-macro change, stimulating a chain 

reaction through the system. A consensus was reached within the research panel 

supporting both this principle within systems theory, and that it applies to PPS. In 

addition, a consensus was reached supporting panel member one’s Swiss cheese 

analogy of how small changes in a PPS can lead to a weakness within the “system”, 

based on the interrelations, which can be difficult to recognise.  

 

7.2.8 Question Eight: Physical security and key performance indicators 

Question eight related to an aspect of systems theory which focuses on those key 

performance indicators that are directly related to the “whole systems” key performance 

indicator, where it is argued within the systems literature that “the ultimate aim is to 

discover those components whose measures of performance truly relates to the 

measures of performance of the whole system” (Churchman, 1968, p. 43). As such, this 

question asked panel members within their understanding of a systems approach, what 

they believe the key performance indicators are within PPS. 

 

Panel member one responded that key performance indicators are those items that you 

can use to monitor the effectiveness of the ongoing performance of each element of a 

system. Panel member two stated that key performance indicators give you a measure, 
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where you set the goals in an organisation to ensure you are achieving what the system 

is designed for, it is a monitoring process. According to panel member one, if the key 

performance indicators are not being met, this could strongly suggest that a specific 

element is not delivering the full capacity of the outcomes for which it was specifically 

designed. Panel member one stated “if an element is not delivering required 

performance it may not be supporting other elements within the total system in the 

manner for which it was intended to, designed and implemented”. According to panel 

member one, shortfalls in elemental performance is very likely to have an impact on the 

whole of the systems performance, therefore if “whole of system key performance 

indicators” are correctly identified, structured and monitored, these will be directly 

influenced by elemental key performance indicators. 

 

In considering this approach, panel member three stated “the key performance 

indicators for a PPS are the core elements of Defence in Depth”, where according to 

panel member two “the elements of PPS become the key performance indicators”. For 

this panel, a consensus was achieved that the key performance indicators for a PPS at 

the tactical level of management, were based on the Defence in Depth elements, starting 

with detection as an element, that is, the systems probability of detection, then the 

probability of successfully transmitting the alarm actuation, followed by a measure of 

accurate assessment (discrimination) of the alarm cause, then a probability of 

communicating that alarm source (probability of communication) to the appropriate 

response component of the system. Once detection has been achieved the next key 

performance indictors include delay aspects measured against the response capability, 

based on the mean averages, become the systems measures.      

 

In his initial response panel member one provided a list of key performance indicators 

which he believed related to “whole of system effectiveness”. However, a consensus 

was reached within the research panel that these represented operational key 

performance indicators which make up, and achieve the tactical level key performance 

indicators. That is, they contribute to ensuring and achieving the elements of Defence in 

Depth tactical level key performance indicators. The pilot panel responded through 

consensus that constituent performance measures across the built environment, 

management processes, and technology provide the operational level key performance 

indicators, for example, key performance indicators such as probability of detection, 
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nuisance and false alarm rate, vulnerability to defeat provide detection system key 

performance indicators.  

 

7.2.9 Question Nine: Key performance indicators and system effectiveness 

Question nine asked panel members, in relation to their responses to question eight, do 

they believe the key performance indicators of systems are related to the systems 

effectiveness, and explain their answer. In answering this question, panel member one 

responded “yes”, stating the key performance indicators should be related to system 

effectiveness. The key performance indicators are a measure of whether an element and 

therefore a “system”, is delivering the outcomes and functionality for which it was 

designed. Panel member two supported this approach, stating “this is your means of 

ensuring elements are achieving your design goals”.  

 

To this question panel member two added that key performance indicator reduction at 

the micro-level reduces key performance indicator reduction at the macro-level. “As 

panel member two stated “The overall key performance indicator provides a strategic 

level of monitoring effectiveness”. Panel member one supported this approach, stating 

“this directly determines or impacts on the elements effectiveness as a single element 

performing its required function and effectiveness in supporting other elements in its 

functions within the total system”. These responses were also supported by panel 

member three, who stated “I do believe the systems performance indicators are related 

to the systems overall key performance indicator”. We select individual components 

from their individual key performance indicators, then, combine them together into a 

“designed whole”. It is interpreted, in-line with the responses from the pilot panel, that 

the panel support that the key performance indicators of the systems are related to the 

systems effectiveness.      

7.2.10 Question Ten: Security decay 

Question ten asked panel members if, based on their experience, do they believe that 

security systems decay. This question related to Section 4.1 (Chapter 4), which 

postulates that all physical systems, if left to themselves (become closed) move towards 

a state of decay, that is, maximize their entropy. All panel members responded 

positively to this question, providing a consensus that based on their experience, they 

believe, consistent with this research’s literature review, security systems decay.  
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7.2.11 Question Eleven: Understanding security decay 

Question eleven asked panel members what their understanding of security decay was. 

For this question, panel member one responded “security system decay is the 

degradation in the performance of an element of the security solution ... Both as a single 

element performing a specific function, and the elements role in supporting other 

elements in their function within the total system”.  To this question panel member three 

responded that security decay goes right across all aspects of a security program, across 

dynamic (intelligence), physical, technology and procedural security. For example, 

according to panel member three, all technology decays, as technology decays it 

constantly false alarms, then staff ignore them, where ultimately they lose confidence in 

it (the system) and their work practices decay.  

 

In explaining his understanding of security decay, panel member one states “decay may 

not be a major failure of this system, but more incremental decrease in performance that 

occurs over time”. To this point, panel member two believed that decay could be 

gradual or rapid over time. For example, procedural decay can occur rapidly. Panel 

member one added, “decay may however occur incrementally and continue over an 

extended period to the point it has a significant impact on performance and 

effectiveness”. This aspect may be compounded further where this decay occurs over 

many or all elements within a system, which can lead to major failure. However, panel 

member two states that decay is something you can have an element of control over, 

that is, the rate of decay. There are elements of decay you can have control over such as 

training and awareness, whilst some things decay, they can be brought back up to 

commissioning levels. Nevertheless, for engineering or built environment there is a life 

span. 

 

According to panel member one, decay may be the degradation of a detection 

technology “probability of detection” (lack of testing and maintenance), degradation of 

the alarm gathering notification communication systems reliability, that is, increase 

communications alarm failures (lack of routine maintenance), degradation of daily 

testing procedures, degradation of control room operator’s knowledge of correct 

procedures, and the degradation of the physical environment.  

 

A consensus was achieved within the research panel that decay embodies all aspects, 

constituents and elements within PPS. That is, consistent with the pilot panel’s results, 
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any single part of the system can decay, and based on the systems interrelationships, 

this decay affects the rest of the system. 

 

7.2.12 Question Twelve: An experience approach to security decay 

Question twelve sought to achieve an experienced based approach, exploring real world 

examples of a time when panel members had experienced security decay. This question 

asked panel members to provide an example of a time when they experience security 

decay. Panel member one responded that there are many practical examples where he 

has come across security decay as a security consultant, both elemental and/or systems 

decay. For example, panel member one experienced a lack of maintenance in perimeter 

detection systems sterile zones (weeds and other feral growth), triggering increased 

nuisance alarm rates, causing lack of confidence and increasing operator’s 

complacency. According to panel member one, a lack in electronic system maintenance 

causes these same outcomes. Furthermore, panel member one stated “poor or total lack 

of daily testing procedures resulted in a failure to identify systems not working”. In 

addition, a lack in ongoing formal training where new training in how to operate 

systems occurs for new staff by handed down experience rather than from formal 

training processes, meaning incorrect procedures or bad habits are passed on. Also, a 

lack of ongoing training for qualified staff leads to decay.  

 

Panel member one also reported having experienced physical deterioration of physical 

elements, which are not maintained, reducing their effectiveness of the element as a 

barrier, or what-ever function it performs. Furthermore, changes to the built 

environment, or adjacent areas without considering the perimeter detection and 

surveillance systems, and changes to systems aspects to suit personal preference, 

without consideration to, or reference to, initial design considerations and integrated 

response requirements. Panel member two also reported experience with fluctuations in 

staff competencies leading to security decay. According to panel member two, staff 

competency’s fluctuations alters key performance indicators, where decay occurs in 

relation to the reduction in competencies and capabilities of the people component 

within PPS. Panel member two states that most agencies work at the lowest common 

denominator where system key performance indicators are based on the lowest standard, 

this includes training. Panel member two states “system key performance indicators 
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increase with competency increase, and of course decrease as those competencies 

decrease”.  

 

Both panel member one and two’s responses relating to staff competencies was also 

reported by panel member three, who provided a situation involving staff’s lack of 

familiarization/awareness with procedural security during perimeter alarm checks as an 

example of security decay. This very aspect was also reported by panel member one. 

According to panel member three a system they had commissioned incorporated a 

microphonic detection technology into the cowling on top of a barrier. Often staffs do-

not test this system properly, where decay relates to improper testing around its 

designed requirement, in-line with their procedures, resulting in technical decay as it is 

not known if the system is working based on its design configuration. Also, during staff 

testing, they do not test all aspects such as alarm preset positions and field of view 

objectives for closed circuit television cameras.  

 

According to panel member three, he has experienced environmental impact on physical 

structures leading to security decay, for example, a high security fence (barrier) they 

had installed. The plinth was not designed to move water; therefore water sat at the base 

of the fence and due to high salt content within the environment, premature physical 

decay of the barrier occurred. According to panel member three, such decay needs to be 

considered at the design stage of a security project.  

 

Each participant’s examples were put to the other panel members during the second 

round interviews. A consensus was reached with all aspects of the each participant’s 

examples of security decay, showing that decay occurs within each aspect of the PPS. 

For example, Figure 7.4 indicates the interrelated aspects of people, technology and 

physical engineering which combine to achieve a PPS, where decay can occur in each 

aspect, and based on the systems interrelations, affect another aspect of the system.  
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Figure 7.4 The interrelated aspects of a Physical Protection System.    

 

7.2.13 Question thirteen: A systems approach to security decay 

Question thirteen asked panel members that in considering the argument that security 

controls decay: how did they think this occurs within a systems approach to security. To 

this question panel member one stated “decay within a Physical protection System 

(PPS) occurs within its individual elements and propagates through the system”. 

According to panel member one, decay occurs at the base element level over time. This 

decay at element level occurs through many causes and the effect can result in major 

system breakdown. Once again panel member one draws on the Swiss cheese model of 

Defence in Depth, where failure can occur across the “system” if not planned, 

implemented and individual elements integrated correctly.  

 

Panel member one’s views were also reported by panel member two, who stated “decay 

occurs at the elemental level”. According to panel member two, the efficacy of the 

system decays as small changes occur, changes start small, however, spread when not 

detected and managed. Panel member two stated that systems are delivered 

(commissioned) based on a desired benchmark and are commissioned against this 

benchmark including physical, procedural and electronic aspects. According to panel 

member two, what changes initially is procedural security, where decay occurs when 

staff no longer maintain initial personnel based key performance indicators, where this 

initial decay propagates throughout the remainder of the system. Panel member three 
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also reported similar views stating “as one component decays, this affects other aspects 

of the security system; and its deterrence aspect as well”. For example, according to 

panel member three, multiple false alarms can propagate through the rest of the system, 

then complacency sets in, alarm inputs are not discriminated (assessed) or reported, 

ultimately affecting the response aspect of the system. Any aspect of decay affects the 

rest of the system.  

 

A consensus was reached within the panel, that within a systems approach to security, 

decay starts in one aspect of the system; however, this can manifest simultaneously 

across several constituents, then based on the systems interrelationships propagates 

throughout the remainder of the system, ultimately affecting the systems response 

element and its output goal.  

 

7.2.14 Question fourteen: Error propagation in Physical Protection Systems  

Question fourteen asked panel members whether they support the premise that security 

decay within a PPS occurs within individual constituents, and its effects propagate 

through the system from this point. To this question a consensus was achieved, with all 

panel members supporting this premise, where this occurs based on the systems 

interrelations. In addition, panel member one stated that consistent with his previous 

answer, a “system” is a combination of elemental inputs, the system is very much 

dependant on the correct operation of the effectiveness of each of these elements in 

performing their function and supporting functions of other elements. Therefore, small 

decay/changes in the elements, particularly where it occurs across many/all elements 

can have a major impact on “system” output at the macro level. 

 

7.2.15 Question fifteen: The Butterfly effect 

Question fifteen asked panel members if they feel an effect referred to as the “Butterfly” 

effect, which suggest that small input changes within a system can result in large 

changes at the macro output, applies to a PPS, and could they provide an example. All 

panel members responded affirmatively, agreeing that the “Butterfly” effect does apply 

to PPS. For example, panel member one provided a substantial list of examples where 

he had experienced the “Butterfly” effect within PPS. Panel member one stated “I have 

seen a PPS that was reviewed that had contribution degradation in: 

1. High nuisance alarm rates due to poor performance in detection technologies 

due to lack of maintenance in perimeter zone. 
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2. Incorrect technical maintenance causing high false alarm rates 

3. Poor or complete lack of maintenance of physical elements, leading to decline in 

this reliability of physical barriers. 

4. Changes in CCR, adding technology, moving equipment etc, degrading their 

operational effectiveness of this area. 

5. Poor physical attribute (lighting and air conditioning) providing inappropriate 

outputs conditions for maintaining concentration and focus, degrading this 

operational efficiency in the CCR. 

6. Standard operating procedures (SOP), other procedures being modified without 

reference to holistic system requirements (To address minor elemental issues), 

degrading the performance of the operational system. 

7. Poor communications structures between CCR staff, security management and 

operational staff contributing to degradation of overall “system”. 

8. Poor or lack of formal CCR operational training specific to the subject, (training 

by operators handing down through word of mouth) leading to a lack of true 

understanding of how to use the “systems” effectively. 

9. Incorrect incompletion of both daily tests of PPS zones. 

10. Degradation in support systems functional operational or technical performance, 

affecting ability to discriminate alarms, this includes operation of lighting 

system controls, maintenance of lighting-lamp failure affects the performance of 

CCTV surveillance cameras”. 

Each of the above may have only minor degradation or degradation that is not 

significant in its own sphere, the accumulated impact of this above, however, presented 

significant risk. In this instance, it was clear that the input changes or performance 

degradation with each element had this potential to result in large change or 

performance degradation without evaluation in consideration of the total PPS.  

 

For his example, panel member two stated that he has seen how procedural decay 

stimulated through poor operator training has lead to the “Butterfly” effect. According 

to panel member two, system training has a macro level output throughout the system, 

however, over time, the training level set at the systems commissioning is allowed to 

decline, then the level of staff competency declines, affecting the remainder of the 

system. Furthermore, panel member three stated “small system changes can have a 

significant impact at a much higher level and change the strategic direction of an 

agency”.    

7.2.16 Question sixteen: The effects of security decay 

Question sixteen asked panel members what, based on their experience, did they think 

the effects of decay were. To this question panel member one stated “the effects of 

decay were as heterogeneous as the system itself”. Panel member two stated that decay 
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disrupts an organisation’s ability to achieve set goals and objectives as it disrupts each 

component or element within the system. Such views were supported by panel member 

three, who added that decay leads to a breakdown in system reliability, increases the 

risks of significant events occurring and can impact on the strategic and operational 

direction of agencies due to political encumbrance if events are realized. In addition, for 

this question the research panel supported the pilot panel’s findings that decay at the 

component level results in gradual degradation of a system’s individual key 

performance indicators, reducing sub-system key performance indicators. 

 

It is therefore suggested that a consensus exists that decay occurs at the 

component/constituent level, then, degrades system key performance indicators, 

reducing sub-system key performance indicators. Such decay ultimately affects the risk 

reduction aspects of the system, bearing a strategic impact on an organisation. 

 

7.2.17 Question seventeen: Correcting security decay 

This question asked panel members if, once decay has set in, did they think its effects, 

both at the point of manifestation and throughout the remainder of the system are 

reversible. The consensus within the group for this question was that reversing the 

effects of decay depended on what the decay related to. The panel agreed that 

procedural decay could be prevented and reversed through management, that is, 

ongoing monitoring and reviewing of the people component. However, physical and 

technical decay can only be controlled/delayed, through processes. The research panel 

agreed that all physical and technology components have a life cycle, where eventually 

they will decay beyond a repairable state.  It was considered that with proper 

maintenance decay can be slowed and managed. Nevertheless, panel member two stated 

“decay can only be countered if it is understood”. In response to the pilot panel’s 

findings that decay could be reversed once located within the system, the response from 

the research panel were that as previously stated it depends on what type of decay it is, 

where you can reverse some aspects of decay.   

    

7.2.18 Question eighteen: Avoiding security decay 

Question eighteen asked panel members if they believed decay within a PPS could be 

avoided. In response to this question panel member one stated that the majority of decay 

can be avoided; however, decay is like risk, you can mitigate some decay, and you can 

accept some decay and you can reduce the impact. The responses to panel member 
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one’s views were in-line with previous responses, that is, procedural decay can be 

avoided, through intense management strategies with regular audits and implementing 

the necessary corrections. Nevertheless, for technical and physical decay, the consensus 

was that it can be managed and its effects delayed through proper monitored 

maintenance.  

 

7.2.19 Question nineteen: Security decay and risk management  

Question nineteen asked panel members if they believed the concept of decay had a 

place in the risk management process. For this question panel member one responded 

that it belongs in the monitor and review process; however, there was a danger in not 

considering decay outside this sphere. Panel members two and three responded that 

security decay needs to be considered in your security context planning, where 

according to panel member three, consideration of decay should start at the assessment 

of risk stage, where decay is considered at the design stage and considered as a risk. A 

consensus was reached amongst the research panel that security decay should be 

considered as a “system”, at the design stage, against its consequences, with a view to 

countering it where practicable as a risk treatment, towards designing out decay, then 

continually assessed for in the monitor and review stage. Such views supporting the 

consideration of security decay in the monitor and review stage are congruous with the 

pilot panel’s findings and consistent with Standards Australia HB 167 (2006, p. 87), 

which incorporates a monitor and review stage in the security and risk management 

process.  

 

7.2.20 Question twenty: Exploring security decay 

Question twenty asked panel members if, based on their experience, is there any facet of 

security decay which they could add to the research enquiry. To this question panel 

member two stated that decay relates to the “whole” system and its interrelations, linked 

into your planning processes where, in-line with question nineteen, you should as best 

as practicable, consider future proofing within the system to minimize decay onset. 

Panel member three added that he believed security decay will always be managed 

against the level of recurrent funding available.  

 

To this point, during the feedback process, panel member two responded that panel 

member three’s views relate to the initial security project scope, stating “when you put 

your capital submission forward, you must, at a strategic level, indentify whether the 
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system you are putting in is achievable, and that you can maintain the system you are 

putting in”. According to panel member two, panel member three’s recurrent funding 

submission is required at the design stage. Panel member two’s views suggest that 

decay should be planned for at the design stage of PPS. This view is consistent with all 

panel members’ responses to question nineteen, where it was agreed that security decay 

should be considered as a risk, and countered, prior to system implementation. That is, 

decay should be budgeted for as an ongoing aspect of the security project.       

 

7.3 Reliability and validity 

Congruous with Section 5.9 this chapter incorporated reliability and validity controls. 

These controls included the principle of triangulation where three participants were used 

to construct the research panel. This provided data inputs from multiple participant 

sources where in-line with the underpinning principles of triangulation it is argued 

where consistent views were reflected and where consensus was achieved a higher level 

of confidence can be inferred towards supporting the core themes and principles 

evolving from the panel. Triangulation was also used to establish consensus support to 

each panel member’s thoughts and feelings relating to security decay. In addition, 

member checking was incorporated into the panel design, where during the second 

round feed-back process each panel member was presented with a transcript of their 

interview responses. Furthermore, each panel member was asked whether they 

supported the interpretations drawn from the data, and were provided with the 

opportunity to respond to these interpretations. This aimed to establish a level of trust 

towards the inductive analysis prior to moving forward to the deductive analysis phase.  

 

7.4 Reflection 

Reflecting back over research panel one’s interview data a number of themes and core 

principles have evolved towards developing an understanding of security decay within 

an open systems frame. According to this research panel, security starts at the strategic 

level of management incorporating a top down process, where the systems purpose is 

established based on an organisation’s risk reduction requirement, establishing a 

systems base line. Risk management then steers the establishment of a systems 

parameters at a tactical level of management, holistically integrating: technology, 

physical controls, the built environment, and procedural risk control aspects, which all 

have a defined role that are combined into an integrated “whole”, where each 
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component: functions, interacts, compliments and influences other functions towards 

achieving organisational goals. These controls are selected based on the theory of 

Defence in Depth and Crime Prevention through Environmental Control, where these 

security controls are summative, that is, their combination based on planning and design 

specifications provides the measure of risk reduction.   

 

Physical Protection Systems (PPS) are commissioned against a benchmark, based on the 

risk reduction requirements. A consensus response from research panel one was that this 

summative, integrated “whole” suffers from decay across all constituent aspects, 

including: technological controls, the built environment, physical environment, physical 

controls, procedural and management aspects within Physical Protection Systems (PPS). 

This decay is caused by many factors relating to the management of the PPS. Research 

panel one agreed that procedural decay within PPS can be reversed or avoided through 

professional management strategies, whilst physical and technical decay aspects can be 

controlled/delayed through processes where some decay can be accepted, whilst other 

decay aspects can be mitigated, such as its impact.  Research panel one concluded that 

decay starts small, but spreads if not detected and managed, propagating through the 

rest of the PPS based on the interrelated aspects of systems in general, ultimately 

affecting the organisations ability to achieve its goals therefore having a strategic 

impact.  These core themes will be presented to research panel two, where not initially 

revealed, during their round two interview process towards evaluating their robustness 

as explanations of security decay within a systems approach to security risk reduction.  

 

7.5 Conclusion 

This chapter presented phase three, research panel one (N=3) interview analysis. The 

analysis provided a detailed account of participant’s thoughts, feelings and 

understanding relating to the phenomenon of security decay, where in-line with Cohen, 

et al, (2005, p. 24) such research designs enable the gathering of information which is 

considered common sense, taken for granted, assumptions from lived experience. The 

research questionnaire required panel members to reflect back on their experiences 

within their respective security domains, inputting meaning retrospectively. This 

reflection (Section 7.4) produced a number of core themes to be taken to research panel 

two towards developing a consensus model of entropic security decay. These themes 

include the argument that security starts with a top down approach at the strategic level. 
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Risk management then steers the establishment of a systems parameters at the tactical 

level of management, holistically integrating: technology, physical controls, the built 

environment, and procedural risk control aspects which all have a defined role and are 

combined into an integrated “whole”. Based on these themes Physical Protection 

Systems (PPS) are commissioned against a benchmark as a summative integrated 

“whole” where all constituent aspects suffer from decay. Decay within these 

constituents is caused by many factors relating to the management of PPS. 

 

This chapter also presented measures of reliability and validity (Section 5.9) in-line with 

this study’s methodology. Reliability and validity was achieved by employing the 

principle of participant triangulation, drawing on multiple participant information 

sources relating to security decay underpinned by member checking, where during the 

second round interviews, panel members were provided written transcripts of their 

interview responses towards establishing a measure of truthfulness in this study’s 

research analysis.  
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CHAPTER 8 

RESEARCH PANEL TWO 

8.0 Introduction 

This chapter presents the second stage of phase three, research panel two (n=3) of the 

study. The chapter aims to produce a further growth in experienced based knowledge 

towards developing an enhanced understanding of entropic security decay. To achieve a 

successful outcome for this chapter an inductive analysis was conducted with research 

participant responses to the interview questions (N=20), providing an analysis suitable 

for deductive evaluation in Chapter 9 (Phase 4).   

 

This chapter is broken into a number of sections providing participant responses to the 

interview questions (N=20). Sections 8.1 presents research panel two’s participant’s 

biographical information, establishing each participant as a security expert within their 

respective security domains. Section 8.2 presents the interview data, which will be 

drawn on in phase four of the study to achieve the required deductive analysis enabling 

responses to this study’s research sub-questions and research question. Section 8.3 

provides a reflection of themes and core principles which evolved across this study. 

Section 8.4 concludes this chapter presenting, a summary of achievement and measures 

of reliability and validity.  

 

8.1 Participants 

Participants’ for this panel consisted of peer nominated security experts (n=3). These 

experts were selected and solicited to participate in this study based on the criterion that 

they are employed to provide security category knowledge advice across the varied 

security related occupations. As per panel one’s participants (Chapter 7), they were 

selected based on their peer revere stemming from such criterion, as experience, 

occupation and/or education and training so that others rely upon them for professional 

opinion within the multi-disciplined security industry. These participants formed a non-

probability security expert sample.  
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Participant number one 

Panel member one has worked in the Oil and Gas industry for approximately five (5) 

years as a senior security adviser. He has over twenty (20) years military experience 

within the Special Forces fraternity, and holds a Bachelor of Science (Security) and a 

Graduate Certificate in Operations Management. Panel member one provides security 

compliance advice relating to Australia’s Maritime Transport and Offshore Facilities 

Security Act 2003 in the pursuit of organisational goals. In addition, the panel member 

provides security advice relating to major capital works projects, prepares security plans 

and procedures and has responsibilities in the area of emergency management. 

 

Participant number two 

Panel member two is a principle security consultant for a Perth based consultancy in 

Western Australia. He has a combined twenty (20) years experience in criminal and 

civil investigations, conducts corporate risk assessments, security audits and specialist 

investigations for government and industry. Panel member two has lectured in Security 

Risk and Physical Security at Edith Cowan University (ECU) and holds a Bachelor of 

Science (Security) Honours, an Advanced Diploma in Business Management, and a 

Diploma in Criminal Investigations.   

 

Participant number three 

Panel member three is a senior security consultant with over thirty three (33) years 

experience consulting in high level security projects. Panel member three has 

professional qualifications as an electrical engineer and building services engineer, 

along with formal qualifications in security including Certified Protection Professional 

(CPP) designation. He has presented over 60 papers on security issues at both national 

and international conferences, and has lectured for sixteen (16) years in general security 

and facility counter-terrorism at Edith Cowan University (ECU), holding a post as 

Associate Professor of Security Science at ECU.  

 

8.2 Panel study two interview questionnaire analysis 

 

8.2.1Question one: Security’s organisational role 

Questions one of the semi-structured interview questionnaire (Appendix C) asked panel 

members to state what, from their experience, the role of security is within an 

organisation, that is, the systems purpose. This question related to the functional 
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approach towards security, discussed in Section 2.1.3 Security defined, and sought to 

consider the validity of this study’s functional, focused approach to security. This 

approach sought to validate the removal of attached disciplines such as safety from the 

security function at the tactical level of management to enable a concentrated approach 

towards discussing, explaining and defining security decay functionally and across all 

three levels of organisational management (strategic, tactical and operational).  

 

To this question, panel member one responded that for him, security’s role relates to the 

protection of assets, and especially company personnel to enable work/business 

objectives to continue in a safe and secure environment. This approach was consistent 

with the pilot study’s responses and research panel’s one’s views. However, panel 

member two responded that security’s role is to manage the various security related 

risks for specific organisations. An approach also taken by panel member three, who 

stated “the role is to manage the threats that pose a risk to either: institutional, 

commercial and industrial organisations to mitigate risks”. During the feedback process 

(Round two) a consensus was achieved that security’s role at the tactical level of 

management relates to the holistic implementation of procedural, physical and 

electronic measures which aims to protect an organisation’s assets, including people, 

information and property, through their ability to deter, detect, delay and respond 

against organisation specific threats. 

 

8.2.2 Question two: Security’s organisational purpose 

Question two sought to establish whether the panel viewed security’s role as a risk 

reduction role, consistent with Section 3.4, Security and risk management. This view 

was an important question, as an underlying premise framing the theory of entropic 

security decay is that when security controls decay they are in actuality still in place; 

however, their efficacy degrades as decay sets in, reducing their intended 

commissioning levels of effectiveness. It is this reduced level of effectiveness which 

may lead to an adversary determining that the balance of probabilities of success are on 

their side and it is worth attempting a penetration, ultimately leading to a security event. 

That is, the risks for an attacker are reducing therefore the strategic role of security is 

decaying as well as its tactical and operational roles.    
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For this question panel members’ one and two stated “yes it is”, where according to 

panel member three, the reason you have security is the mitigation role against those 

risks (Question one). In addition, for question one both panel member two and panel 

member three responded that security’s role is to manage security related risks. The 

pilot panel and research panel one agreed through consensus that risk reduction relates 

to security’s role at the strategic level of management. During the feedback process 

(round two) this aspect was put to the panel, where a consensus was achieved 

supporting that security’s role at the strategic level of management is the reduction of 

security related organisational risks to facilitate the achievement of organisational 

objectives.    

8.2.3 Question three: Security’s body of knowledge 

Question three asked panel members how they apply security’s body of knowledge 

including theories, principles and specifically Defence in Depth. Panel member one 

responded to this question explaining that within his organisation they work of a 

prevention, preparedness, response and recovery model, stating, “I do employ Defence 

in Depth, but Defence in Depth can be hard to implement in our environment, on the 

ground because of environmental pressures”. According to panel member one, Defence 

in Depth does work in some contexts, and he utilizes Crime Prevention through 

Environmental Design (CPTED). However, panel member two responded that he 

employs CPTED and Defence in Depth, in-line with organisation’s management 

systems. Panel member three responded “I absolutely use Defence in Depth, with 

multiple rings of protection. During the feedback process (round two) panel member 

one supported that in applying the prevention, preparedness, response and recovery 

aspects of this model relate to the functions of Defence in Depth interrelated with 

CPTED principles to achieve prevention, preparedness and initial response aspects of 

their model.  

 

In addition, to this question member three responded that he utilizes a philosophy 

incorporating a Triangle model (Figure 8.1). Member three refers to this as: The 

Campbell Triangle, stating “this provides the means of interrelating the multiple rings of 

protection”. These rings stem from the integration of Defence in Depth and CPTED 

with the systems planning and development, the technological solution and the 

management aspects of the holistic solution.  According to member three, once you 

define the multiple rings of protection, all elements of the triangle (Figure 8.1) must be 
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completed. Furthermore, for this question member two responded that he sees risk 

management, which underpins the implementation of security controls, to be part of the 

body of knowledge employed. This view was also stated by panel member three, 

research panel one. 

 

Figure 8.1 The Campbell Triangle.   

 

For this question a consensus was achieved, consistent with the results from the pilot 

panel and research panel one. This consensus agreed that Defence in Depth coupled 

with CPTED and risk management applied holistically, with all aspects integrated, 

based on multiple rigs of protection, depending on risk, is the salient and consistent 

strategy/means of employing security’s body of knowledge. The panel’s agreed that the 

employment of such a body of knowledge, in-line with member one, research panel one, 

must be very functional. 

 

8.2.4 Question four: Defining systems 

Question four explored all panel members’ understanding of a system in relation to 

Section 2.2.2 Defining systems and Section 2.2.3 the systems approach, and asked panel 

members to explain their understanding of a system. To this question panel member one 

responded that a system is something logical in sequence, with a start and an end point, 

which has a designated and predicted outcome. Panel member two responded similarly, 

stating “systems are processes working towards an output or goal. Their key factor is 

that their components are interrelated and interdependent”. According to panel member 
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two, he considers the interrelationships. Panel member three expanded this explanation, 

adding, “Each system in itself is a system of systems. Each system has to be integrated 

into other systems, where each must play its part underpinned by mission critical 

infrastructure”. In addition to this question, member one, research panel one, stated that 

“a systems approach is a top down process”; however it should be seen as a whole. 

During the feedback process all panel members supported this additional view point, 

with panel member three responding, “Yes he is right. A security system is aggregating 

a number of systems to achieve the solution”.   

 

For this question all panel members considered that a system embodies something 

purposely designed to achieve a designated goal or outcome, where a consensus was 

achieved supporting the responses that each component must be integrated and play its 

part in supporting other systems aspects. For this panel a consensus was reached that a 

systems approach is a top down process (systems purpose) which ties or brings together 

the separate components which have a defined role. These components are interrelated 

with other aspects to facilitate the achievement of the systems overall design goal.  

 

8.2.5 Question five: The systems approach to security 

Question five asked panel members if they support a systems approach to implementing 

effective security. In response to this question panel member one stated “as much as 

practically possible”, where panel member two responded “yes”. In his response to this 

question, panel member three stated “yes, any security solution is based on an 

organisation’s physical and technical needs, all of which must be compatible, 

homogeneous, and completely supporting the risk mitigation process”. A consensus was 

reached within panel two, consistent with the pilot panel and panel one, with all panel 

members supporting the systems approach to implementing effective security.   

 

Consistent with research panel one, this consensus is congruent with the literature 

reviewed in Chapters 2 and 3, establishing an open systems approach to Defence in 

Depth, where such an approach was recommended by many published security 

professionals. It is the systems approach to security risk reduction which frames this 

research’s approach to understanding security decay. Therefore it is interpreted that a 

consensus exists amongst the panel supporting the systems approach to security and 

specifically, security risk management.  

 



184 

 

 

 

8.2.6 Question six: Defining the systems approach to security 

Question six asked panel members what they believed the systems approach to security 

involves. Panel member one responded that the systems approach incorporates 

prevention, response and recovery, and all aspects which fall in place to minimize the 

occurrence of an event, and the processes in place to respond and recover. Panel 

member two suggested a systems approach provides a holistic approach from beginning 

to end, starting with policy, then infrastructure, and how this infrastructure relates to the 

threats where the gap is the vulnerability. Panel member three responded stating “in-line 

with my previous response”, refers back to the Campbell Triangle (Figure 8.1), “where 

each system is a system within a system”.  

 

During the feed back process panel member two participants were presented panel one 

member one’s response, where according to this panel member a system approach is a 

holistic approach that recognises the main contributions to the security solution, be they 

management processes, procedures, technology, physical barriers, built environment 

and people, and how each of these components are implemented to complement and 

support each other. In his explanation of a systems approach panel one member one 

drew on the Swiss cheese analogy presented in Standards Australia (HB 167: 2006, p. 

59), where many security controls will exist in a “layered” or Defence in Depth 

structure, under normal circumstances the holes in each layer are covered up by 

subsequent layers of controls (Figure 8.2). 

 

Figure 8.2 The systems approach to Defence in Depth (Standards Australia, HB 167: 

2006, p. 59). 
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Consistent with this approach, panel one member two, responded that the systems 

approach to security is the same as the systems approach to any other organisational 

aspect. That is, the Physical Protection System (PPS) broken down into its component 

parts relies on the other components within the system, where if one component within 

the system is broken or removed, this changes the whole system. For example, Defence 

in Depth relies on all its elements to be interrelated and at their measure of 

effectiveness.  For this question, research panel two reached a consensus consistent with 

research panel one, that the systems approach to security is a holistic approach, which 

starts with a policy (systems purpose) and achieves its objective through the integration 

of separate security components/ constituents, being physical, technical and procedural, 

each with a defined role, that are implemented in a manner where their interrelations 

compliment and influence each other to reduce security related risks in a preventative 

manner. Where accordant with panel member two, the gap is the system’s vulnerability. 

During the feedback process all panel members supported panel one member one’s 

explanation, drawing on the Swiss cheese analogy to emphasise the systems approach to 

achieving holistic security.  

 

 8.2.7 Question seven: System sensitivity 

Question seven related to a premise within systems theory that small changes within a 

specific component can lead to a large change at the output of systems, and asked panel 

members wether they agree with this premise and explain their reasons.   

 

To this question panel member one responded that it goes back to a disproportional 

effect, one small aspect of change on a system can change the output significantly. This 

view was also reported by panel member two, who stated “variable inputs can have 

significant ramifications that can become confounded. Small changes in something like 

Defence in Depth, such as a passive infrared detection sensor not detecting renders the 

remainder of the system useless”. Such a view was also reported by panel member 

three, who responded “absolutely”. Panel member three referred back to the Campbell 

Triangle, stating “there is an interrelationship between the management, planning and 

design and the technology aspects of the system, any changes in one area affects the 

other interrelated areas.  

 

A consensus was reached within the research panel supporting both this principle within 

systems theory and that it applies to PPS. In addition, a consensus was reached 
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supporting panel one member one’s Swiss cheese analogy of how small changes in a 

PPS can lead to a weakness within the “system” based on the interrelations, where 

according to panel one member one, due to the reliance on each element, small changes 

can have a domino effect on each other elements that combines to the systems base 

structure. These changes may be small, but if not considered in a holistic manner or 

without clear understanding of why an element was implemented or structured in the 

first place, you can change the basic premise of why and how it supported other 

elements within the system.   

 

According to panel one member one you can actually move the “holes” so that the holes 

in the Swiss cheese now align (Figure 8.3), where if you do this with several or many 

small changes, you can create a weakness that is substantial, yet difficult to recognise. 

In response to this, during the feedback process, panel member three stated “the holes 

may not be in a direct line, but align for a specific threat agent (defined threat) across 

the layers, where decay may only occur in one aspect of the Swiss cheese, where the 

specific capabilities across the other two layers means they now can exploit this 

vulnerability, creating for themselves ‘opportunity”.   

 

 

Figure 8.3 The Swiss cheese model where the holes line up, creating a system 

weakness. 

 

8.2.8 Question eight: Physical security and key performance indicators 

Question eight related to an aspect of systems theory which focuses on those key 

performance indicators that are directly related to the “whole systems” indicator. It is 

argued within the systems literature that “the ultimate aim is to discover those 

components whose measures of performance truly relates to the measures of 
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performance of the whole system” (Churchman, 1968, p. 43). As such, this question 

asked panel members within their understanding of a systems approach, what they 

believed the key performance indicators are within PPS. 

 

To this question panel member one responded that these relate to the amount of who can 

enter a restricted area, the identification that something has occurred, the assessment of 

the situation, the communication of an event, plus the response to the event. This theme 

was also followed by panel member two who responded that these (it) come back to 

Defence in Depth and the SANDIA EASI model. That is, the EASI key performance 

indicators linked into the operational key performance indicators that achieve a Defence 

in Depth key performance indicator. According to panel member two, whilst each set of 

measurements will be different, the structure will be the same. However, panel member 

three responded that at present there is no standard and that he does not like the term 

key performance indicator, as this potentially degrades the significance of their 

performance of ensuring ongoing performance. Panel member three stated “what 

concerns me is that you could end up with a tick in the box approach”. However, what 

we need is some quantifiable measure to ascertain the system is performing what it is 

designed for, that is, the holes in the Swiss cheese are not getting bigger or aligning 

over time.  

 

For this question, research panel one stated that key performance indicators are those 

items that you can use to monitor the effectiveness of the ongoing performance of each 

element of a system. If the key performance indicators are not being met, this could 

strongly suggest that a specific element is not delivering the full capacity of outcomes 

for which it was specifically designed. In applying panel member three’s views that we 

require some quantifiable measure, research panel one reached a consensus that the key 

performance indicators for a PPS at the tactical level of management were based on the 

Defence in Depth elements. These measures commence with detection as an element, 

that is, the systems probability of detection, then the probability of successfully 

transmitting the alarm actuation, followed by a measure of accurate assessment 

(discrimination) of the alarm cause, then a probability of communicating that alarm 

source (probability of communication) to the appropriate response component of the 

system. Once detection has been achieved the next key performance indictors include 

delay aspects measured against the response capability, based on the mean averages, 

becomes the systems measures. During the feedback process all panel members 
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supported this approach, providing a consensus in-line with the pilot panel’s and 

research panel one. 

 

Consistent with panel member two, who responded that EASI key performance 

indicators are linked into the operational key performance indicators that achieve a 

Defence in Depth, the pilot panel and research panel one reported through consensus 

that constituent performance measures across the built environment, management 

processes and technology provide the operational level key performance indicators, 

which link in to the tactical level key performance indicators to achieve the system’s 

macro state. For example, according to panel one member three’s probability of 

detection “we look at the selection of components from their individual key 

performance indicators, then combine them together into a designed whole”.   

 

During the feedback process all panel members supported this approach to articulating 

the Defence in Depth key performance indicators. Although panel member three still 

does not like the label key performance indicator, he states “I don’t disagree with this 

aspect; you need some methodology to evaluate the system. However, a significant 

cause of decay is a lack in professional management of the systems and what we don’t 

want is a tick box process where it is perceived anybody can manage the system based 

on the boxes. It still requires professional knowledge”.  

 

8.2.9 Question nine: Key performance indicators and system effectiveness 

Question nine asked panel members’ in relation to their responses to question eight, do 

they believe the key performance indicators of systems are related to the systems 

effectiveness and how? 

 

To this question panel member one responded “yes” and “no”. According to panel 

member one, quantitatively the only way to get an indication or answer of how the 

system is doing is to look at the key performance indicators. However, with security 

there are so many variables and the key performance indicators are not so clear. In-line 

with this approach, panel member two responded “yes”, as long as they are selected 

appropriately. They must show efficacy, achieving what they are designed to achieve as 

the key performance indicators aim to measure and monitor the systems level of 

efficacy. Panel member three responded that whatever you call them (the measures of 
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performance) they are related to the system’s output. During the feedback process a 

consensus was achieved, in-line with research panel one that the panel support that the 

key performance indicators of the systems are related to the systems effectiveness.  

8.2.10 Question ten: Security decay 

Question ten asked panel members if, based on their experience, do they believe that 

security systems decay. This question related to Section 4.1 (Chapter 4), which 

postulates that all physical systems, if left to themselves (become closed) move towards 

a state of decay, that is, maximize their entropy. To this question panel member one 

responded “yes” they do, if they are not maintained, where panel member two 

responded “yes of course”. Furthermore, panel member three stated “I believe security 

systems categorically decay”. For example, Figure 8.4 indicates how decay is 

considered in engineering aspects, where for a lighting system, within the systems life 

cycle, maintenance considerations are programmed in to mitigate natural decay. 
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Figure 8.4 Panel member three’s lighting system decay cycle. (Fink & Beaty, 1978, pp.  

22-42). 

 

However, panel member three stated “there is no reason in the world why you cannot 

keep the system working properly; however, to achieve this over time maintenance 

costs will increase”. All panel members responded “yes” to this question, providing a 

consensus that based on their experience, they believe, congruous with this study’s 

reviewed literature, security systems decay.  

 

8.2.11 Question eleven: Understanding security decay 

Question eleven asked panel members what their understanding of security decay was. 

Panel member one responded stating “the degradation of security systems, processes 

and hardware (security) arrangements, and personnel procedures”. Panel member two 

expanded on this response, reporting that security decay is the decline in the efficacy 

(effectiveness) and efficiency of the security function, and correlating increase in risk. 

Also, the inappropriate response to security events which causes a new or updated 

security function which has no impact in altering or managing the risk, decay leads to 

adhoc security.  

 

In response to this question, panel member three stated “people install systems that do 

not understand what underpins them”. “We do design in parameters to facilitate for 

decay, however, the lack of knowledge and management of these parameters leads to 

security decay”. That is, a number of factors leads to security decay, these include: lack 

of professional management; lack of continuity in educating management on how the 

system works; lack of formal training; where training is handed down rather than 

through formal processes; physical aspects decay through lack of maintenance; and 

technology gets old and decays. To this question panel member three, referred back to 

the Campbell Triangle (Figure 8.1); where according to panel member three, decay 

occurs in all three aspects: management, technology and physical engineering. Panel 

member three states, “You can build in quality that will maintain the system over time, 

for its life cycle, at the design stage”. 

 

During the feedback process research panel two were provided panel one member one’s 

explanation, who stated;  
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Security system decay is the degradation in the performance of an 

element of the security solution, both as a single element performing a 

specific function and its role in supporting other elements in their 

function within the total system. This may not be a major failure of the 

system, but mere incremental decrease in performance that occurs over 

time. This decay may however occur incrementally and continue over 

an extended period to the point it has a significant impact on 

performance and effectiveness. Furthermore, this may be compounded 

further where this decay occurs over many or all of the elements within 

a system.  

All research panel two members supported this explanation. Consistent with research 

panel one to this question a consensus was achieved within research panel two 

supporting that decay embodies all aspects, constituents and elements within PPS. That 

is, all aspects of PPS decay, where decay occurs when performance falls below preset 

parameters, where a lack of knowledge and professional management of these 

parameters leads to decay, where based on the systems interrelationships, this decay 

affects the rest of the system. 

8.2.12 Question twelve: An experience approach to security decay 

Question twelve sought an evidence based approach, exploring real world examples of a 

time when panel members had experienced security decay. This question asked panel 

members to provide an example of a time when they experienced security decay. Panel 

member one reported experiencing security decay stemming from people’s apathy. 

According to panel member one, for them, one day they give individuals an induction 

awareness lecture relating to security, and they walk out and forget it immediately. Then 

security processes decay over time when nothing happens, for example, people do not 

report security incidents, even though they have been told and trained to report them. 

This human failure breaks down the knowledge (intelligence) of what is occurring in the 

field.  

 

To this question panel member two responded that decay is often why he, as a 

consultant, is called in to review security after an incident. According to panel member 

two, security decay is often found in non-systems arranged approaches to security, 

where isolated security measures are failing. As an example, panel member two 

explains that during a cash handling audit he conducted for local government, where he 
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found that whilst staff were of the belief they were protected by a duress alarm, the 

alarm had been disconnected for two years. In addition, the built environment 

maintenance had decreased due to leasing issues, where complete lack of security 

management lead to security decay. However, the operational environment had also 

changed, where cash movements had increased dramatically. In one of the cash 

handling facilities a successful robbery occurred, where in response to the robbery the 

security improvements were excessive after the fact.      

 

Panel member three’s response to this question was  

I cannot name specific organisations”, however, an audit I did was on an 

old system, where I had the privilege of speaking to the people who set it, 

when I conduct a security audit I look at: management; physical and 

technical systems aspects. The system I was auditing had clearly suffered 

decay because no-body wrote down in the first place what the system was 

meant to achieve (no measures of performance). I found that a lack of 

education and awareness existed in how the system is meant to operate.  

 

According to member three, to overcome such systemic decay the systems purpose and 

aspects needs to be written down, as a document. What occurs is that changes based on 

wants are implemented; however such changes are made to satisfy people; not to 

maintain the efficacy of the security plan. The system needs a defined security plan 

otherwise changes occur which lead to decay. 

 

A consensus was reached within research panel two, supporting Figure 8.5, which 

highlights that consistent with each panel member’s experience all aspects of PPS 

decay, where decay can occur in each aspect and based on the systems interrelations, 

affect another aspect of the system.  
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Figure 8.5 The interrelated aspects of a Physical protection System.    

 

8.2.13 Question thirteen: A systems approach to security decay 

Question thirteen asked panel members that in considering the argument that security 

controls decay, how did they think this occurs within a systems approach to security? 

Panel member one responded that normally a benign security environment leads to a 

reduction in the security program, that is, small changes. These changes eventually 

leave the system vulnerable so when something does happen, everybody’s guard is 

down.  This view was also considered by panel member two, who stated “systems 

require efficiencies, where spending cuts within the system occur which can lead to a 

large change within the system. However, panel member three once again referred to 

the Campbell Triangle, stating “decay occurs in each or all aspects of the triangle 

(Figure 8.1), when based on what a system is and how the system operates, decay 

occurs according to what underpins the system”.  

 

Panel member three’s views are consistent with panel one member one’s, who stated “I 

believe that security decay within a PPS occurs within its individual elements, them 

propagates through the system. Decay occurs at the base elemental level over time”. To 

support this view, panel one member three, stated, “Any aspect of decay affects the rest 

of the system”. For example, multiple false alarms can propagate through the rest of the 

system, when complacency sets in alarm inputs are not discriminated or reported, 

ultimately affecting the response aspect of the system. In addition, the pilot panel 
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responded that decay also affects the systems deterrence aspect as well. During the 

feedback process all panel member two participants responded that they support this 

articulation of how decay occurs within a systems approach to security, where panel 

member three states “yes it can, that’s a fact”. 

 

A consensus was reached within this panel consistent with research panel one, that 

within a systems approach to security, decay starts in one aspect of the system; 

however, this can manifest simultaneously across several constituents. Then based on 

the systems interrelationships such decay propagates throughout the remainder of the 

system, ultimately affecting the systems response element and its deterrence aspects as 

well. 

8.2.14 Question fourteen: Error propagation in Physical Protection Systems 

Question fourteen asked panel members whether they support the premise that security 

decay within a PPS occurs within individual constituents, within the PPS and its effects 

propagate through the system from this point. Panel member one responded “yes”, 

stating; “something serious would have a knock on effect”. In addition, panel member 

two responded “yes”, small changes can lead to large security implications, much like a 

chain. A chain is only as good as its weakest link or point. When the weakest point 

breaks the result can be larger. In response to this question, panel member three once 

again refers to the Campbell Triangle (Figure 8.1), stating “yes, decay can occur in all 

three elements, based on the triangle”.  

 

During the feedback process all panel members were asked if they support that a 

consensus was reached supporting this premise, based on the summary that “a system is 

a combination of various inputs, where each of these inputs has a function in performing 

a specific function and supporting functions of others (interrelationships) therefore 

small changes across many/all elements can have a major impact on the system at the 

macro level”, with all panel members supporting this interpretation.  

 

8.2.15 Question fifteen: The Butterfly effect 

Question fifteen asked panel members if they feel an effect referred to as the “Butterfly” 

effect, which suggests small input changes within a system can result in large changes at 

the macro output, applies to PPS. In his response to this question panel member one 

stated, “Yes it does”, where in his organisation, if they did not conduct drug and alcohol 
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testing, then this deficiency would lead to a security or safety event. Panel member two 

responded, “yes”, as discussed earlier, “one small change leads to larger chain 

reactions”. Panel member three responded every security system has two mission 

critical aspects. First, the context is established, where the system is analysed for single 

point failure. Second, you need to apply tools to look for the single point factor, which 

leads to the “Butterfly” effect, to overcome it. According to panel member three, 

compatibility of design considers inbuilt redundancy as key. If these aspects of system 

design do not occur, yes you will have the “Butterfly” effect.  

 

For this question both the pilot panel and research panel one supported the application 

of the “Butterfly” principle to PPS. As such, a consensus was achieved across this 

study, supporting the argument that the “Butterfly” effect, certain conditions considered, 

does apply to a PPS.  

 

8.2.16 Question sixteen: The effects of security decay 

Question sixteen asked panel members what, based on their experience, did they think 

the effects of decay were. To this question panel member one responded that decay 

results in a more apathetic work force, where degradation may affect assets, personnel 

and service delivery of your product. Panel member two responded, “Invariably it will 

lead to a security related incident, a degree of loss, then in response, excessive spending, 

and potentially re-justification of the system itself”. Consistent with member two’s 

approach, member three responded that the effects of decay are directly proportional to 

the loss of risk management. This outcome was also mentioned by panel member two 

for question eleven, where according to panel member two, “decay relates to the decline 

in the efficacy and efficiency of the security function, and its correlating increase in 

risk”.  

 

This outcome was also reported by member two of the pilot panel who stated “decay 

ultimately diminishes the security objective, increases the vulnerability of the asset, 

where this increase in vulnerability modifies the risk equation, where likelihood ratings 

become elevated and risk factors become increased”. Research panel one supported this 

aspect of decay where, through a consensus they supported that decay occurs at the 

component/constituent level, then degrades key performance indicators, reducing sub-

system key performance indicators. Such decay ultimately affects the risk reduction 

aspects of the system, bearing a strategic impact on the organisation.  
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A consensus was achieved across this study, with all panel members supporting the 

argument that one of the salient effects of security decay is that risks increase as a direct 

result of decay within a security system. That is, where decay increases so does system 

vulnerability. 

 

 8.2.17 Question seventeen: Correcting security decay 

This question asked panel members once decay has set in did they think its effects, both 

at the point of manifestation and throughout the remainder of the system are reversible. 

Panel member one responded “yes”, but it does come down to leadership and 

management support, and of course the necessary resources. According to panel 

member one, “you need the will to turn decay around”. This view was also reported by 

panel member two, who stated “yes they are reversible. Whether that happens comes 

down to management structure, through maintenance review, awareness recognition, 

and preventative maintenance”. Panel member three also supported the argument that 

decay could be reversed, stating “absolutely”. According to panel member three, as 

soon as decay has been recognised, through professional management of the problem, 

the decay can be overcome. However, panel member three states that usually 

independent audit is usually required to recognise decay.  

 

During the feedback process (round two), panel members were provided with additional 

information from panel one which reported through consensus that procedural decay 

can be reversed and prevented through management, that is, ongoing monitoring and 

reviewing of the people component of the system. However, technical and decay can 

only be controlled and delayed through processes, where with proper maintenance 

decay can be slowed and managed. In response to this additional information, both 

panel members one and two supported this view.  

 

However, panel member three provided an engineering clarification to this aspect, 

stating 

Technical aspects have a finite life, as do physical aspects (life cycle) 

between 8-12 years for technology, stating “and it should be 8-10 years but 

it is pushed to around 12”. However, there is no reason why the system 

cannot be kept at its commissioned level of effectiveness, that is, at the 

original detection capabilities. Both physical and technology can be 
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maintained at that level over the cycle of the system. It can be maintained to 

ensure over the systems life cycle that it performs at the desired capabilities, 

commissioned level performance. This usually requires about 10% of its 

purchase prices per year over the life cycle.  

A consensus was reached supporting research panel one’s view that decay can only be 

countered if it is understood.  

8.2.18 Question eighteen: Avoiding security decay 

Question eighteen asked panel members if they believe decay within a PPS could be 

avoided. Panel member one responded “yes, possibly”. However, according to panel 

member one, decay is a political concern rather than a technical aspect; it comes down 

to management’s will. Panel member two also responded “yes”, stating “through proper 

management, the monitoring and review of the systems key performance indicators, as 

the key performance indicators tell you what is going wrong”. In addition, panel 

member two added, through a system driven by clear policy. Panel member three 

responded “absolutely, and unequivocally”. It can be done (avoided) through 

professional management which looks after the technology, physical aspects and 

operational aspects. If you manage the triangle (Figure 8.1) you manage the system and 

avoid decay, that is, avoid the movement below the level of inbuilt redundancy (Figure 

8.4).  

 

During the feedback process (round two) panel members were provided research panel 

one’s views, who argued that only procedural security decay can be avoided. However, 

technical and physical decay can only be managed and its effects delayed through 

proper monitored maintenance.  In response to this information, panel member three 

stated “security decay is a quantifiable factor, decay must be managed so it does not fall 

below the inbuilt redundancy level”. As such, it is argued that a consensus exists across 

the study that decay can be avoided or delayed through professional management, 

which focuses on the aspects of panel member three’s triangle, where by focusing on 

the systems performance measures (key performance indicators) enables the 

professional management of the triangle, towards avoiding decay by ensuring the 

system does not fall below its levels of inbuilt redundancy.   
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8.2.19 Question nineteen: Security decay and risk management 

Question nineteen asked panel members if they believe the concept of decay has a place 

in the risk management process. Panel member one responded “yes, the context 

section”, decay is a risk. This view was also reported by panel member two who stated 

“yes, in establishing the context, security decay is a context, recognising it as a risk”. 

Panel member three also responded yes, stating “you would have to assess for decay”. 

To this question all panel members responded yes. In addition, a theme developed 

throughout this study, supported through consensus, that decay needs to be considered 

as a risk, recognised at the design stage, considered against its consequences, with a 

view to countering it where practicable as a risk treatment, towards designing out decay, 

then continually assessed for in the monitor and review stage.   

 

8.2.20 Question twenty: Exploring security decay 

Question twenty asked panel members if, based on their experience, is there any facet of 

security decay which they could add to the research enquiry. Panel member two 

responded that security decay is very common in various forms. However, according to 

panel member one, security decay will be constantly driven by organisational culture, 

then the resource prioritization, coupled with the threat landscape. This view was 

supported by panel member three, who stated; 

Decay is caused by a lack in professional management, security 

management, that is: a lack of education, a lack of system awareness, 

and employing the wrong people to manage it, this goes back to 

quantifiable performance measures of the system”. “I have come across 

systems in Asia where there is absolutely no decay. That is, there is no 

procedural decay, and the technological and physical aspects of the 

system are professionally managed in-line with the systems 

commissioning security management plan.  

 

For this question research panel one reported that the ongoing professional management 

of the system needs to be considered at the design stage, as part of the capital works 

submission, at a strategic level of management, where you need to identify whether the 

system you are putting in is achievable, and you can maintain the installed systems.  

This response was supported by panel member three, who responded saying “decay can 

be designed out, to a point, however, the system will cost around 10% of its purchase 
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price annually to maintain it over its life cycle, and yes this should be considered at the 

design stage. 

8.3 Reflection 

Reflecting over research panel two’s interview data, based on the principle of 

triangulation, a measure of robustness has developed pertaining to the consistent themes 

and core aspects associated with security decay within a systems approach to security. 

Consistent with research panel one, research panel two supported that security 

commences at the strategic level of management, where a security systems purpose is 

established based on organisational risk reduction requirements. These requirements 

direct the tactical level of security controls towards managing the threats that pose a risk 

against organisational objectives. These controls are selected based on the Theory of 

Defence in Depth and Crime Prevention through Environmental Control (CPTED) 

achieved through the holistic integration of technology, physical controls and the built 

environment, all with a specified role, combined with procedures and management 

principles to achieve a pre-determined output goal. The aim is to implement a Physical 

Protection System (PPS) which is commission against a defined benchmark, being the 

defined risk reduction requirements “system’s purpose”.   

 

Congruous with both the pilot panel and research panel one, research panel two agreed 

through consensus that PPS suffer from decay. Such decay relates to the degradation in 

effectiveness of individual constituents/components across all aspects of the built and 

natural environments (CPTED), physical components, technological controls, security 

procedures and management aspects within PPS.  Due to the interrelated aspects of 

systems in general and specifically PPS, decay in one aspect of the system, if 

undetected or not treated/managed can propagate through the system from its point of 

manifestation, impeding the efficacy of higher order aspect of within the system, 

ultimately reducing the systems output product.  

 

Research panel two agreed that security decay can be professionally managed, where 

the system can, through professional knowledge, management support and the provision 

of resources, be maintained to ensure it maintains its commissioned output performance 

levels over its life cycle. Research panel two reported that the management of decay 

starts at the design stage, in-line with research panel two, where decay is considered as a 

risk, the system is designed to either avoid decay, or mitigate it from the beginning of a 
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security project, and that the system must be reviewed as a “system” to detect and 

correct decay before it leads to a security event. 

 

8.4 Reliability and validity 

Consistent with Chapter 7, this stage incorporated the reliability and validity controls of 

triangulation and member checking.  Triangulation was achieved using data inputs from 

all three panel members.  This principle is underpinned by the argument that where 

consistent views are reflected and where consensus is achieved a higher level of 

confidence can be inferred towards supporting the core themes and principles evolving 

from the panel.  In addition, member checking was incorporated into this panel, where 

during the second round feed-back process each panel member was presented with a 

transcript of their interview responses. Furthermore, each panel member was asked 

whether they supported the interpretations drawn from the data, and were provided with 

the opportunity to respond to these interpretations. These methodologies aimed to 

establish a level of trust towards the inductive analysis prior to moving forward to the 

deductive analysis phase.  

8.5 Conclusion 

This chapter presented the second stage of phase three, research panel two (n=3) 

interview analysis.  This analysis provided a detailed account of participant’s thoughts, 

feelings and understanding relating to the phenomenon of security decay. As with 

Chapter 7, the research questionnaire required panel members to reflect back on their 

experiences within their respective security domains, inputting meaning retrospectively. 

In addition, this panel was required to reflect on research panel one’s experience with 

security decay towards developing stronger support towards their thoughts and feelings 

relating to entropic security decay.  

 

This reflection enhanced and strengthened support towards the core themes which have 

evolved during this research enquiry, developing a consensus model within the study of 

entropic security decay. These themes were consistent with research panel one and 

included support towards the argument that security starts with a top down approach at 

the strategic level of management. Risk reduction requirements then guides the 

establishment of a systems parameters at the tactical level of management. This includes 

holistically integrating: technology, physical controls, the built environment, and 

procedural risk control aspects, all with a defined role are combined into an integrated 
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“whole”. Consistent with research panel one, panel two supported that based on these 

themes Physical Protection Systems (PPS) are commissioned against a risk management 

benchmark, where all constituent aspects suffer decay. Decay within these constituents 

is inevitable if not managed. 

 

Congruous with Chapter 7, this chapter also presented measures of reliability and 

validity (see Section 5.9), employing the principle of participant triangulation, drawing 

on multiple participant information sources relating to security decay underpinned by 

member checking, where during the second round interviews, panel members were 

provided written transcripts of their interview responses towards establishing a measure 

of truthfulness in this study’s research analysis. Such an approach allowed the primary 

themes to be put forward in response to the study’s research question, considered in the 

following chapter.        
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CHAPTER 9 

STUDY INTERPRETATION 

9.0 Introduction 

This chapter presents phase four of the study, the deductive analysis of security expert’s 

thoughts, feelings and experience with decaying security systems. The chapter draws on 

the conceptual review of security literature (Chapters 2, 3 and 4) and system decay 

(Chapter 4) benchmarks. The initial deductive analysis facilitated a response to the 

study’s research sub-questions. This analysis then facilitated a response to the study’s 

research question: Do security experts support the argument that security decay is 

represented by “the gradual degradation of the microscopic quantities (constituents), 

and, or, the gradual degradation in the relationship between the microscopic and 

macroscopic quantities within a security system”?  

 

In response to the study’s various research questions the chapter is divided into a 

number of sections. Section 9.1 provides the interpretative context for this study, 

explaining the interrelated aspects of Physical Protection Systems (PPS). Sections 9.2, 

9.3 and 9.4 provide responses to their relevant research sub-question, utilizing an 

interpretative analysis and linking the deductive analysis from the three sub-questions 

forming a response to the study’s research question. Section 9.5 presents a response to 

the study’s research question. This response is supported by Section 9.6 the study’s 

Security Decay preliminary item bank (Table 9.1), which provides a tabulated analysis 

of participants thought, feelings and experience with security decay. This chapter is then 

summarised with a conclusion (9.7).   

 

9.1 Interpretation: The theory of entropic security decay  

Security is a multi-disciplinary industry (Brooks, 2007, p. 1) and Physical Protection 

Systems (PPS) are heterogeneous, where such parts are brought together to achieve an 

output goal. To achieve this output goal a PPS aims to (A) deter, (B) detect, (C) delay 

and (D) respond to security events. Accordant with Section 4.3, the theory of entropic 

security decay, the sum of detect, delay and response (BCD) leads to A. In addition, 

detect (B) (Action) and delay (C) (Interaction) leads to response (D) (Consequence). 

These interrelations are achieved utilizing people, procedures, technology, and physical 

properties. These combined phenomena draw on many heterogeneous categories with 

varying domain specific specializations and are achieved by putting resources through a 
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process to achieve an output function. Such a process, indicated by Figures 2.6 and 3.6, 

conforms to the underpinning principles of General Systems Theory (GST) which 

provides the scientific systems frame for the study.  

 

In combining this diverse literature, the study’s research question seeks to determine if 

security experts support the argument that security decay is represented by “the gradual 

degradation of the microscopic quantities (constituents), and, or, the gradual 

degradation in the relationship between the microscopic and macroscopic quantities 

within a security system”, as reported by Coole and Brooks (2009). It is argued this 

research question can be responded to through the deductive analysis and synergy of the 

following research sub-questions:  

1. Do security experts support the systems approach to implementing effective 

security controls?  

2. Do security experts support the argument that security systems can and do suffer 

from decay? 

3. Do security experts support that security decay lies within the systems elements, 

constituents and their interrelationship? 

 

9.2 Research sub-question one. 

In responding to this study’s overall research question, research sub-question one asks: 

Do security experts support the systems approach to implementing effective security 

controls?  

In response to research sub-question one the aim is to interpret whether the study’s 

research sample support a General Systems Theory (GST) approach, as it applies to 

physical security, to implementing effective security controls. As with the pilot study, 

this interpretation will be framed around the core principles underpinning GST.   

Congruous with the writings of Patton (2002, p. 454) (Section 5.8) this interpretation 

was achieved through a deductive, interpretative analysis, responding to the sub-

question by drawing on the inductive analysis from each research panel and the study’s 

benchmarks (Chapters 2, 3 and 4).  

9.2.1 Research sub-question one: the systems approach to physical security. 

The systems approach towards implementing effective physical security is supported by 

many published security authors (Underwood (1984, p. xi; Fennelly, 1997, p. 59; 

Garcia, 2001, p. 6; Fisher & Green, 2003, p. 164). For example, according to Fisher and 
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Green (2003, p. 147) every security program must be an integrated “whole”. A view 

depicted by Fennelly (1997, p. 59) who states “maximum security is a concept, whereas 

alarm systems, physical barriers, guard forces and other components of a security 

system do not individually (silo thinking) achieve this”. Congruous with Fennelly’s 

(1997) view Underwood (1984, p. xi) emphasises the Gestalt approach stating “this 

combined should be seen as a whole”. Accordant with this combined literature, both 

research panels reported that they support such a systems approach to security risk 

reduction, with all panel members responding “yes” they support a systems approach 

towards security. Furthermore, panel one member one added, “as long as the systems 

are properly designed tools for the management of the security risk”. To this point, 

panel two member three stated, “any security solution is based on an organisation’s 

physical and technical needs, all of which must be compatible, homogeneous and 

completely supporting the risk mitigation process”. 

 

Research panel one reported that a systems approach to security relates to how 

organisational security risks can be reduced using a top “down process”, tying together 

separate security components/constituents that have a defined role. According to panel 

one, these components are interrelated with other aspects to facilitate the achievement 

of the systems overall goal. Such a depiction conforms to the writings of Bertalanffy 

(1968, p. 19) who considers a system to be “a set of elements standing in interaction”. 

For example, panel one member two stated “a system ties together a group of elements 

and constituents which maintain a role towards an overall outcome, where all aspects 

are interrelated”. This view was supported by panel one member one, who stated: 

 “the systems approach is a holistic approach, “seen as a whole”. It 

requires structure with good interactions between components (highly 

interrelated) interface between components, “it’s a top down 

process”.  

Panel one’s viewpoint is compatible with Midgley’s (2003, p. 64) standpoint who states 

“the systems approach is focused strongly towards the interrelationships within, where, 

it is these interrelationships which tie the system together”.  

 

Research panel two’s responses were congruous with research panel one, where 

consistent with the GST literature, panel two reported that a systems approach is a 

logical sequential process with a start and end point, which has a designated 

predetermined outcome. Panel two reported that a key factor in supporting a system 
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approach is that the components of a PPS are interrelated and interdependent, with each 

sub-system being a system of systems. That is, based on an orderly relationship each 

constituent within a PPS is unable to achieve its output without the cooperation and/or 

interaction of other constituent parts. For example, according to member three, “every 

system has to be integrated into other systems, where each must play its part 

underpinned by mission critical infrastructure”, where uniform with panel one’s 

opinion, utilizing a top down process. Such a consensus is true to the writings of 

Bertalanffy (1968) and Midgley (2003) where according to Midegley (2003) the 

systems approach is focused strongly towards the interrelationships within, these 

interrelationships which tie the system together.  

 

In responding to sub-question one, accordant with Checkland’s (1980) view that all 

physical systems are created for a specific purpose, panel one agreed that from a 

functional perspective security, and therefore the “Physical Protection System’s 

purpose”, at the strategic level of management is to reduce an organisation’s risk 

exposure, both functionally and through deterrence. For example, member one stated 

“security’s role is the protection of people”, where member two added “the protection 

of assets, including: people, information and physical property, integrated to assist the 

organisation to achieve its specific business objectives”. However, member one added 

“it needs to be very functional”. Panel one’s viewpoints were supported by panel two, 

where they reported that security’s role therefore that system’s purpose, at the “strategic 

level” of management, relates to the reduction of an organisations risk. For example, 

panel two member two stated “security’s role is to manage the various security related 

risks for specific organisations”. A view supported by member three who stated “the 

role is to manage the threats that pose to risk to either: institutional, commercial and 

industrial organisations to mitigate risks”.  

 

In evaluating the evidence supporting the systems approach to implementing effective 

security, research panel one suggested that organisational risk reduction is achieved 

through the holistic implementation of security’s body of knowledge. According to 

panel one this body of knowledge saliently employs the theory of Defence in Depth, 

integrated with Crime Prevention through Environmental Design (CPTED), as a 

“system”. For example, member one stated “Defence in Depth is an absolute”, where 

member two stated “I combine all aspects of Defence in Depth and CPTED”. Panel 

one’s standpoint was also reported by panel two, where panel members agreed that such 
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risk reduction is achieved through the holistic implementation of security’s body of 

knowledge, including Defence in Depth, integrated with Crime Prevention though 

Environmental Control (CPTED) and underpinned by security risk management. For 

example, member three stated “I absolutely use Defence in Depth, with multiple rings of 

protection’. Such views are congruous with the writings of Smith (2003, p. 8) who 

explains that Defence in Depth as a functional strategy has been applied to the 

protection of assets for centuries. 

 

In pursuing a chain of evidence to respond to sub-question one, research panel one 

reported that the systems approach to security is the same as the systems approach 

towards achieving any other business objective. Member two stated:  

“the systems approach to security is the same as the systems approach with 

any organisation aiming to achieve business objectives”. That is, “the system 

broken down into its component parts relies on the other components within 

the system, where if one component is broken, or removed, this changes the 

whole system”.  

 

According to panel one, a functional physical security system is achieved through the 

combining of procedural, physical and technological measures to protect an 

organisation’s assets, which includes people, information and physical property through 

their ability to deter, detect, delay and respond to adversary threats. Such views are 

supported by the writings of Bertalanffy (1968, p. 18) who considers the systems 

approach to be focused on forms of “wholeness”, where wholeness relates to problems 

of organisation where phenomena are not observable by respective parts in isolation.  

 

Uniform with panel one’s views panel two reported that this involves “a holistic 

approach from beginning to end”, with member two stating “starting with policy, then 

infrastructure, and how this infrastructure relates to the threats”. According to panel 

two, each aspect of a security system has a defined role and implemented in a manner 

where their interrelationships compliment and influence each other to reduce security 

risks.  Both research panel’s perspectives are congruous with Standards Australia (HB 

167: 2006), Security Risk Management, which states, “In addressing security risk 

concerns, the key elements of organisational, community and individual security 

controls are those components which contribute to the management of risk through their 

ability to deter, detect, delay, respond to and recover from adversary attack”. 
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Further evidence indicating support towards the systems approach stems from both 

research panels agreement towards a systems principle stipulated by Churchman (1968, 

pp. 42-43). This principle purports that as individual measures of performance of a 

system’s constituent components increases so does the holistic measure of performance 

of the total system. In considering this proposition, research panel one supported that 

the key performance indicators of the system are related to the systems effectiveness. 

For example, panel one members two and three stated:  

“we select individual components from their individual key performance 

indicators, then, combine then together into a “designed whole”.   The overall 

key performance indicator provides a strategic level of monitoring 

effectiveness...this is your means of ensuring elements are achieving your 

design goals”.  

 

Research panel one agreed that within a systems approach to physical security, the key 

performance indicators of a PPS at the “tactical level” of management were based on 

the Defence in Depth elements. For example, member three stated “the key performance 

indicators for a PPS are the core elements of Defence in Depth, where the panel agreed 

that these start with the probability of detection, then the probability of successfully 

transmitting an alarm actuation, followed by a measures of accurate assessment 

(discrimination), then a probability of communicating that alarm source (probability of 

communication) to the appropriate response component of the system. Once detection 

has been achieved, the next key performance indicators include delay aspects measured 

against the response capability, based on the mean averages.  

 

Panel one’s viewpoint relating to the writings of Churchman (1968) was supported by 

research panel two. For example, members one and three stated:  

“key performance indicators are those items that you can use to monitor 

the effectiveness of the ongoing performance of each element of a system. 

If the key performance indicators are not being met, this could strongly 

suggest that a specific element is not delivering the full capacity of 

outcomes for which it was specifically designed”. Congruous with this 

viewpoint, member three stated, “I don’t like the term key performance 

indicator, however, whatever you call them, we need some quantifiable 
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measures to ascertain the system is performing what it was designed for, 

that is, the holes in the Swiss cheese are not getting bigger over time”.  

 

Panel two supported that the key performance indicators (measures) for a PPS at the 

“tactical level” of management were based on the Defence in Depth elements. Member 

two stated “this comes back to the Defence in Depth and the SANDIA (EASI) model, 

that is, the EASI key performance indicators”. Research panel two agreed that the key 

performance indicators (measures) start with detection as an element, that is, the 

systems probability of detection, then the probability of successfully transmitting the 

alarm actuation, followed by a measure of accurate assessment (discrimination) of the 

alarm cause, then a probability of communicating that alarm source (probability of 

communication) to the appropriate response component of the system. Once detection 

has been achieved, the next key performance indicators include delay and response 

aspects measured against the response capability based on mean averages, become the 

systems measures. 

 

Both research panels consensus is consistent with the works of Spencer (1998, p. 3) and 

Garcia (2001, p. 246), where according to Spencer (1998, p. 3) overall system 

performance measures are achieved through the combining of component subsystem 

performance measures. Spencer’s (1998, p. 3) view is uniform to panel one member 

three, who stated “We select individual components from their individual key 

performance indicators, then, combine them together into a designed whole”, where 

according to Garcia (2001, p. 246) the overall performance measures for a PPS is the 

integrated measure of the detection, delay and response functions. 

 

Evidence indicating the research sample’s support towards the systems approach to 

implementing effective security also stems from their support towards Waldman’s 

(2007, p. 272) standpoint that as part of a system changes, the nature of the overall 

system changes. Research panel one provided consensus support towards the 

proposition that small changes within a specific component can lead to a large change at 

the output of systems. For example, panel one member one stated “due to the reliance 

on each element, small changes can have a domino effect on each of the other elements 

that combines to the system’s base structure”. In addition, consensus support towards 

this principle within the context of physical security was also reported by research panel 

two. For example, panel members three and two stated: 
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“absolutely, (referring back to the Campbell Triangle), “there is an 

interrelationship between the management, planning and design and the 

technology aspects of the system, any changes in one area affects the other 

interrelated areas”, where member two stated “small changes in 

something like Defence in Depth, such as a passive infrared detection 

sensor not detecting renders the remainder of the system useless”.  

 

Panel member two’s example is supported by Garcia (2006, p. 14) who explains that to 

be effective, a detection capability must ensure its sensors are correct for their 

application, installed correctly, have a low nuisance alarm rate and be difficult for the 

threat to defeat. Where according to Adams, et al, (2005, p. 2) factors such as corroded 

wires could impede this capability, as stated by King (2008, p. 1) “it is the erosion of 

seemingly minor security controls which eventually leads to a security incident, 

resulting in a loss event”.  

 

Waldman’s (2007, p. 272) standpoint according to Peirce (2000, p. 5) is what Lorenz 

(1968, p. 306) referred to as the “Butterfly Effect”, which describes the principles of 

error propagation within a system. Accordant with this underpinning principle of 

systems theory, research panel one supported the application of Lorenz’s (1968) 

“Butterfly” metaphor to physical security. For example, panel one member one stated: 

 “a system is a combination of elemental inputs, the system is very much 

dependant on the correct operation of the effectiveness of each of these 

elements performing their function and supporting functions of other 

elements. Therefore, small changes in the elements, particularly where it 

occurs across many/all elements can have a major impact on “system” 

output at the macro level”.  

 

Such support towards the “Butterfly” effect was also reported by research panel two, 

with all members responding “yes” they feel this effect applies to PPS. To this aspect of 

systems theory member one stated “Defence in Depth relies on all its elements to be 

integrated and at their measures of effectiveness”. In addition, member two stated “one 

small change leads to a larger chain reaction”, where member three reported that 

unless the system is designed and managed for single point failure, that is, the 

appropriate amount of inbuilt redundancy, “yes, you will have the Butterfly effect”.  
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9.2.2 Research sub-question one deductions 

In responding to sub-question one the available evidence indicates that both research 

panels’ views relating to the implementation of effective security controls are accordant 

with the various underpinning principles of General Systems Theory (GST). It is argued 

that both research panels consensually agree to the systems purpose, its functions and its 

architecture, and comprehend the various interrelations, organisation and orderly 

aspects which achieve the systems output goal. Furthermore, both panels thoughts 

relating to how, based on the systems interrelating aspects, small changes in one area of 

a system are associated with changes throughout the remainder of the system, and how 

these changes directly affect the various sub-systems and “whole” systems macro-state 

(key performance indicators) are congruous with the literature underpinning GST. 

Based this analysis, it is put forward that in response to sub-question one, it can be 

argued that both research panels do support the systems approach to implementing 

effective security controls.    

9.3 Research sub-question two: The phenomenon of security decay 

Research question two directly relates to the premises of Underwood (1984) and 

McClure’s (1997) writings, where according to Underwood (1984, p. xi) “security 

decay” is the most serious threat to a security systems and “security decay” must be 

expected. Research question two asks, “Do security experts support the argument that 

security systems can suffer from decay”?  In response to research question two, the aim 

was to interpret whether panel members support the argument that “security systems” 

suffer from decay. Accordant with Patton (2002, p. 454) (Section 5.8) this interpretation 

was achieved by drawing on the conceptual review of literature as an existing 

benchmark to deductively test and affirm the research data in response to this research 

question. This interpretation was framed around the panel’s understanding of their real 

world experience (evidence) relating to decay within Physical Protection Systems 

(PPS), achieved by comparing the data analysis of the panel interviews to the 

embodying literature presented in the conceptual review of literature (Chapters’ 2, 3 and 

4).   

9.3.1 Research sub-question two Interpretation: security decay 

Accordant with Underwood (1984, p. xi; Howlet, 1995, p. 222; McClure, 1997; King, 

2008, p. 1) research panel one reported that they believe “security systems” suffer from 

decay. For example, all members responded “yes” they believe security systems suffer 

from decay, where member one stated “I do believe that security systems can and do 
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experience decay”, with member two stating “yes they do decay”. Such a consensus 

supporting the argument that security systems decay was also reported by research panel 

two. Again all panel members responded “yes”, where member three stated “I believe 

security systems categorically decay”. Member three’s view was supported by member 

two, who stated “security decay is common in various forms”.  

 

The results of this question are uniform with King (2008, p. 1) who applies Lovey and 

Manohar’s (2007, p. 99) and Styer’s (2000, p. 1) views to explain the decay of physical 

protection systems, stating that security controls inevitably degrade over time as a result 

of natural entropy. For example, panel two member one responded, “yes they do, if they 

are not maintained”. Member one’s point is congruous with Howlet (1995, p. 220) who 

stated “without proper maintenance the system will not work”. In explaining his 

understanding of security decay, panel one member one, stated: 

 “security decay is the degradation in the performance of an element of the 

security solution, both, as a single element performing a specific function, 

and the elements role in supporting other elements in their function within 

the total system”.  

 

This approach was supported by panel one member three, who stated “key performance 

indicator reduction at the micro-level reduces key performance indicator at the macro 

level”. Member three’s viewpoint is compatible with Tables 4.1 and 4.2 (Section 4.4), 

and conforming to Pitzer’s (1995, p. 30) sentiment that entropy is an extensive property, 

where the entropy of a system is equal to the sum of the entropies of its parts (see 

Equation 26). That is, the entropy of a system is a macro state. Such views were also 

reported by research panel two, where member two stated, “decay relates to the decline 

in the efficacy and efficiency of the security function, and its correlating increase in 

risk”. Such a view was also reported by member three, who stated “the effects of decay 

are directly proportional to the loss of risk management”. Members two and three’s 

views indicates that as decay increases, risk reduction decreases and opportunity for a 

defined threat increases. These views are consistent with the propositions represented in 

Figure 4.2 and Equation 28.  

 

Furthermore, panel one member one adds “decay may not be a major failure of a 

system, but more incremental decrease in performance that occurs over time”. 

Nonetheless, panel member two added, “decay may occur incrementally or rapidly”. 



212 

 

For example, procedural decay may occur rapidly. Furthermore, decay may continue 

over an extensive period, to the point where it has significant impact on performance 

and effectiveness. This view was supported by the pilot panel’s findings, suggesting that 

if one component fails, its key performance indicator is reduced and such component 

failure reduces the effectiveness of the response force key performance indicator, 

ultimately reducing the overall protection process, (see Section 4.11, Tables 4.1 and 

4.2). In addition, according to panel one member two, decay may be further 

compounded where it occurs over many or all elements within a system, which can lead 

to major failure.   

 

The panel’s views relating to security decay are congruous with the writings of Konicek 

and Little (1997, p. 18. For example, Konicek and Little (1997, p. 18) state, “a security 

systems is only as good as its parts, when a single part fails, this failure can cause 

degradation of the total system. A standpoint supported by Garcia (2006, p. 26) who 

states, “system effectiveness can become degraded through the reduction in 

effectiveness of individual components”, where according to Standards Australia 

HB167 (2006, p. 62) a small change in control effectiveness may have a substantially 

magnified effect on vulnerability. It is these combined viewpoints which draw on the 

writings of Lorenz (1968, p. 306) who referred to this aspect of systems theory as the 

“Butterfly Effect”, to describe how error propagation occurs within a system.  

 

In examining the argument that security systems decay, research panel one considered 

that the effects of decay were as heterogeneous as the system itself, where according to 

panel one member three, “decay leads to a breakdown in reliability, and increases the 

risk of significant events occurring” (see Equation 28). Research panel one agreed that 

all Physical Protection Systems (PPS) decay, where all physical and technical aspects 

components have a life cycle. However, according to research panel one, the effects of 

decay can be managed, delaying its onset through processes, that is, with monitored 

maintenance. For example, member one stated “decay is like risk, you can mitigate 

some decay, you can accept some decay, and you can reduce the impact”. This view is 

accordant with the writings of Byeon (1999, p. 287) who states “open frame systems are 

able to circumvent the effects of the second law of thermodynamics (entropy law) 

through their feedback processes”.  

 



213 

 

Congruous with research panel one panel two, member three stated, “decay occurs in all 

aspects: management, technology and physical engineering”. Panel two supported the 

argument that all PPS decay, stating “all physical and technical components have a life 

cycle”, where congruous with member three, “decay occurs in each, or all, aspects of 

the triangle (see Figure 7.4), based on what a system is, and how the system operates, 

decay undermines the system”. The research sample’s views are congruous with the 

writings of Lovey and Manohar (2007, p. 99) and Styer (2000, p. 1) who argue that all 

physical systems, if left to themselves, tend to maximise their entropy true to the laws of 

thermodynamics. Within the context of physical security, this view is supported by 

Underwood (1984) and Howlet (1995), where according to Underwood (1984, p. 252) 

whatever security measures were established initially, they would not last forever, 

where according to Howlet (1995, p. 219) “that from the time of taking a system into 

use, it will start to deteriorate”. 

 

In response to sub-question two, panel two member three felt that a number of factors 

lead to security systems decaying. Member three stated:  

“people who have systems installed that do not understand what underpins 

them, systems are designed with parameters to facilitate for decay, a lack 

in professional system management, that is, a lack of knowledge to manage 

these parameters, a lack in education, in formal training leads to decay 

within Physical Protection Systems”.  

 

Member three’s views are consistent with the writings of Garcia (2006, pp. 24-25) who 

states “systems engineering considers both business objectives and the technical needs 

of customers. This is an approach concerned with the integration of functional, technical 

and operational requirements, where integration includes physical, electrical, customer 

needs, technical performance, safety, reliability, procedures, personnel, training, testing 

and life cycle of the systems solution”. Congruous with Garcia’s (2001, pp. 24-25) 

writings, panel two, member three stated:  

“there is no reason why the system cannot be kept at its commissioned level 

of effectiveness. That is, at the original detection capabilities, both physical 

and technology can be maintained at that level over the cycle of the system. 

It can be maintained to ensure over the systems life cycle, that it performs at 

the desired capabilities “commissioned level performance”.  
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Such a standpoint was supported by Howlet (1995, pp. 219-220) who states “no system, 

however well designed, can be completely reliable without proper maintenance. If left 

without attention (proper maintenance), it will become unserviceable, that is, not work. 

The operator may not be aware of it, but the system will now perform as intended”. 

Congruous with Garcia’s (2006) writings and according to member three, the avoidance 

of decay requires professional management of the system.  Panel two member three 

further states, “I have come across systems in Asia where there is absolutely no decay. 

That is, there is no procedural decay, and the technological and physical aspects of the 

system are professionally managed in-line with the systems commissioning security 

management plan”. This experience suggests a cultural aspect to security decay.  

 

Nevertheless Underwood (1984, p. xi) wrote, decay should be avoided and countered 

where possible, most of all, it must be expected. In relation to countering decay panel 

two member one, responded “decay is reversible, however it comes down to leadership 

and management support, and of course the necessary resources, stating “you need the 

will to turn decay around”. This view was supported by member three, who considered 

security decay to be a phenomenon which could be both reversed and avoided, stating: 

 “as soon as decay has been recognised, through professional management 

of the problem, “decay” can be overcome”. “Decay is a quantifiable 

factor; decay must be managed so it does not fall below the inbuilt 

redundancy level”.  

These views are compatible with the writings of Byeon’s (1999, p. 287) who explains 

that open frame systems are able to circumvent the effects of the second law of 

thermodynamics (entropy law) through their feedback processes (management and 

maintenance).  

 

In responding to sub-question two, all panel one members reported real world examples 

of how they have experienced decay or degradation within PPS. For example, panel one 

member one provided a substantial list of examples where he has observed decay 

manifestation within PPS. member one states:  

“poor maintenance of the environment in which PPS components are 

deployed leads to decay, based on the interrelated aspects of PPS elements. 

That is, weeds or feral growth in detection zones triggers high nuisance 

alarm rates, or poor electronic system maintenance having the same effect”.  

 



215 

 

As Howlet (1995, p. 220) writes, without proper maintenance the system will not work, 

where he states “ideally maintenance should be considered at the design stage, and that 

maintenance costs are very closely tied to the original design specifications of the 

system. Furthermore, member one responded that a lack of ongoing operator training, or 

operator training through handed down experience rather than through formal training 

processes ultimately leads to decay in the system as a “whole”. In addition, panel one 

member two provided similar views, stating: 

 “I have noticed that as staff competencies fluctuate, this fluctuation alters 

individual key performance indicators, where decay occurs in relation to the 

reduction in competencies and capabilities of the people components”.  

 

Member two’s experience was supported by member three who responded similarly 

with one of panel member one’s examples, stating “staffs’ lack of 

familiarization/awareness with procedural security during system checks leads to decay 

within the system. Such procedural decay results in technical decay; as it is not known 

if systems are truly working around its designed parameters”.  The human aspect of 

security decay was considered by Underwood (1984, p. 250) who states “it is important 

that the security operation is subject to the same management-by-objectives as the other 

management functions in an organisation”. In addition, all panel two participants 

reported real world examples of how they have experienced decay or degradation within 

PPS. For example, panel two member three, stated:  

“I conducted a security audit of an old system; when I do an audit I look at 

management, physical and technological aspects. The system I was auditing 

had clearly suffered decay because no-body wrote down in the first place 

what the system was meant to achieve (no measures of performance). I 

found that a lack in education and awareness in how the system was meant 

to operate lead to decay”.  

 

An example based support towards the phenomenon of security decay was also 

provided by member two. Member two stated “decay is often why I as a consultant is 

called in, in the first place, to review security after an incident. In our experience we 

find that security decay occurs in non systems arranged approaches to security, where 

isolated security measures are failing”. Member two states “during a security audit I 

found that whilst staff believed they were protected by a duress system, the system had 

been disconnected for two years”. Uniform with research panel one, a consensus was 
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achieved that decay embodies all aspects, constituents and elements within PPS. 

Research panel two reported that all aspects of PPS decay, where such decay occurs 

when performance falls below the system’s preset parameters. In addition, panel two 

member two responded “after a security event, often the security improvements become 

excessive”. This view was supported by Underwood (1984, p. 249) who writes, “the 

immediate reaction is often to increase the security measures established, but in fact this 

is not usually necessary and all that may be required is the re-establishment of the 

intended level of protection”.  

9.3.2 Research sub-question two deductions 

In response to sub-question two the evidence indicates that a consensus was reached 

within the study, where both research panels one and two supported the argument that 

security systems “do suffer from decay”. The research sample’s outcome is congruous 

with the pilot panel’s finding. Accordant with the pilot panel’s outcome, the evidence 

suggests that such decay relates to a failure to maintain security “systems” at their 

commissioned operating levels of effectiveness, diminishing their ability to deliver the 

required output goal (risk reduction).    

 

9.4 Research sub-question three 

Research question three directly related to the premises of Coole and Brooks (2009), 

and focused on the heterogeneous aspects of the Physical Protection “System” (PPS), in 

response to writings of Lovey and Manohar (2007, p. 99) and Styer (2000, p. 1).  Lovey 

and Manohar (2007, p. 99) and Styer (2000, p. 1) stated that “all physical systems, if left 

to themselves, tend to maximise their entropy, true to the laws of thermodynamics”. 

Accordant with the writings of Lovey and Manohar (2007, p. 99) and Styer (2000, p. 1) 

sub-question three asks “Do security experts support that security decay lies within the 

systems elements, constituents and their interrelationship”?  

 

9.4.1 Research sub-question three Interpretation 

The study asked panel members that in considering the argument that security controls 

decay, how did they think this occurs within a system approach to security? Too this 

question panel one member one stated: 

“decay within a PPS occurs within its individual elements, and propagates 

through the system. Decay occurs at the base level over time. This decay at 
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elemental level occurs through many causes, and the effect can result in 

major system breakdown”.  

Panel one member two responded similarly, stating “decay occurs at the element level, 

the efficacy of the system decays as small changes occur, changes start small, however, 

spread when not detected and managed”, where according to member two, procedural 

decay starts initially, stating “procedural decay occurs when staff no longer maintains 

their initial personnel based key performance indicators, where this initial decay 

propagates throughout the remainder of the system”. Panel one’s viewpoints are 

compatible with Section 4.4 (Tables 4.1 and 4.2) which indicate how changes in a 

Physical Protection System’s (PPS) microstates have a direct effect on its macro-state 

output measure. 

 

Panel one’s thoughts relating to security decay from a systems approach were also 

reported by research panel two. For example, panel two member three, stated “decay 

occurs in each, or all aspects of the triangle (Figure 8.1), where based on what a system 

is, and how the system operates, decay occurs in-line with what underpins them”. 

During Delphi method round two all research panel two participants responded that they 

support research panel one’s articulation of how decay occurs within a systems 

approach to security.  

 

A consensus was reached within research panel two congruous with research panel one 

that within a systems approach to security, decay starts in one aspect of the system; 

however, this can be manifest simultaneously across several constituents. Then based on 

the systems interrelationships, decay propagates throughout the remainder of the 

system. Such propagation ultimately affects the system’s response element and its 

deterrence aspects as well. For example, panel two member one stated “something 

serious would have a knock-on effect”, where member two states, “small changes can 

lead to large security implications, much like a chain. A chain is only as good as its 

weakest link or point. When the weakest point breaks, the result can be large”. Both 

research panel’s views relating to security decay from a systems approach conform with 

the early works of Isacc Newton who stated “the extension, hardness, impenetrability, 

mobility and inertia of every object, depends on, the extension, hardness, 

impenetrability, mobility and inertia of its component parts (The Open University, 

1976, p. 68).  

 



218 

 

Within the context of PPS, Newton’s views are supported in the writings of Garcia 

(2006, p. 29) who states “system effectiveness can become degraded through the 

reduction in effectiveness of individual components”. As Koniceck and Little (1997, p. 

184) state “when a single part of a security system fails, such failure can cause 

degradation within the total system”. Uniform with this view, panel one member three 

stated “the selection of components is made based from their individual key 

performance indicators, such as probability of detection, nuisance alarm rate etc, then 

we combine them together into a designed “whole” . 

 

A consensus was reached within the research panel one that decay occurs within a PPS, 

within individual constituents and its effects propagate through the system from this 

point. For example, panel one member one stated:  

“a system is a combination of elemental inputs, the system is very much 

dependant on the correct operation of the effectiveness of each of these 

elements in performing their function and supporting functions of other 

elements”.  

 

The panel’s responses are uniform to the literature stemming from Bertalanffy (1950; 

1968) and Konicek & Little, 1997; Mosely and Coleman, 2000; Garcia 2006; Broder, 

2006; Waldman, 2007). Furthermore, in providing his examples of decay manifestation 

within a PPS, panel one member one stated: 

“each of the above may have only minor degradation, or degradation that is 

not significant in its own sphere, the accumulated impact however, 

presented significant risk. In this instance it was clear that the input 

changes or performance degradation with each element had the potential to 

result in large change or performance degradation without evaluation in 

consideration of the total PPS”.   

 

Such a consensus was also reached by research panel two. For example, panel two 

member three stated, “each system is a system of systems. Each system has to be 

integrated into other systems, where each must play its part, underpinned by mission 

critical infrastructure”. Research panel two supported the views of research panel one, 

who reported that the systems approach to security embodies the Physical Protection 

System (PPS) broken down, into its component parts, which relies on the other 

components within the system, where if one component within the system is broken or 
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removed, this changes the whole system. Once again, this view is uniform to Koniceck 

and Little’s (1997, p. 184) who stated “when a single part of a security system fails, 

such failure can cause degradation within the total system”.  

 

The combined panels thoughts, feelings and experiences towards security decay are 

accordant with Section 4.3.2 (Chapter 4) which discusses the effects of entropic decay 

on PPS. Section 4.3.2 purports the original decay within a PPS expands to the 

boundaries of that specific subsystem component, resulting in a failure within this 

specific part of the system. Based on the system interrelationships between the Defence 

in Depth elements, results in the system becoming disordered, ultimately causing this 

point disturbance propagating through the remainder of the defence in depth system. In 

considering this aspect of security decay, all panel members supported the application 

of the “Butterfly” metaphor to PPS, which has been used to articulate such interrelated 

aspects of specific systems. For example, according to panel one member two, “system 

training has a macro-level output through the system. However, over time the training 

levels set at the system’s commissioning are allowed to decline, then the level of staff 

competency declines, affecting the remainder of the system”. This view was also 

reported by panel one member one, and panel two member three.  

9.4.2 Research sub-question three deductions 

Based on the available literature, it is argued that the evidence indicates both research 

panels support the argument that security decay lies within the systems elements, 

constituents and their interrelationships. That is, based on panel member’s responses, all 

panel members’ support that decay occurs at the constituent level, manifests, then 

expands to incorporate and affect specific sub-system key performance indicators. Then 

expands to the specific Defence in Depth element for which it is located. Such decay 

then propagates throughout the remainder of the Defence in Depth system from that 

point, ultimately affecting the systems macro-state key performance indicator (Pi) based 

on the systems interrelations, consistent with the writings of Bertalanffy (1950; 1968). 

 

9.5 Research question Interpretation 

Results of the study indicates that both research panels, and the pilot panel’s views 

relating to the implementation of effective security controls are congruous with the 

measures discussed in the study’s security benchmark (Chapters 2, 3 and 4). Accordant 

with the underpinning principles of General Systems Theory (GST) all study panels 
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understand the systems purpose, its functions and its architecture, and comprehend the 

various interrelations, organisation and orderly aspects which achieve the systems 

output goal. Furthermore, all panels support and understand how, based on the systems 

interrelating aspects, small changes in one area of a system are associated with changes 

throughout the remainder of the system, and how these changes directly affect the 

various sub-systems and “whole” systems macro-state (key performance indicators).  

 

In addition, a consensus was reached across the study’s participant sample with the pilot 

panel, and research panels one and two supporting the study’s security decay 

benchmark premise (Chapter 4) that physical security systems (Physical Protection 

Systems) “do suffer from decay”. The panels supported that such decay relates to a 

failure to maintain security “systems” at their commissioned operating levels of 

effectiveness” and to deliver their required output goal (risk reduction).  

 

Furthermore, all panels supported the argument that security decay lies within the 

systems elements, constituents and their interrelationships. That is, based on participants 

responses, all panel members support that decay occurs at the constituent level, 

manifests, then expands to incorporate and affect specific sub-system key performance 

indicators, then expands to the specific Defence in Depth element for which it is 

located, propagating throughout the remainder of the Defence in Depth system from that 

point. Such decay propagation ultimately affects the systems macro-state key 

performance indicator (Pi) based on the systems interrelations, true to the writings of 

Bertalanffy (1950; 1968).  

 

In responding to the study’s research question it is argued that the available evidence 

from the study indicates that the participant sample (N=9) collectively supported the 

view that security decay can be represented as “the gradual degradation of the 

microscopic quantities (constituents), and, or, the gradual degradation in the relationship 

between the microscopic and macroscopic quantities within a security system”.  

 

9.6 Security decay preliminary item bank 

Consistent with the writings of Loewanthal (2001, p. 3) (Section) Table 9.1 presents the 

security expert’s pool of variables and factors (item bank) associated with the concept 

of security decay. This item bank is underpinned by the expert panel’s thoughts, 



221 

 

feelings and experience with degradation within Physical Protections Systems (PPS). 

Table 9.1 highlights participant’s real world experiences and explanations relating to 

security decay.   

Table 9.1 Security decay preliminary item bank 

 

PPS Components Decay Categories 

Condition Phenomenon Consequence 

Technical Poor detection system 

maintenance 

 

Triggers increased 

nuisance alarm rates 

 

 

Staff ignore alarm, or, 

do not assess alarm 

causes properly 

reducing probability of 

accurate assessment 

KPI. 

 

 

Incorrect  technical 

maintenance 

Causes high nuisance 

alarm rates. 

 

 

Staff become 

complacent, resulting in 

accurate assessment as a 

KPI diminishes. 

 

 

Degradation of lighting 

system 

Light lamp failure 

affects the performance 

of CCTV systems. 

Diminished ability to 

assess (discriminate) 

alarm sources. 

 

 

People  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Lack of professional 

management of the 

security function, as a 

system. 

 

System decays across 

all aspects of the 

management triangle, 

technological, physical 

and procedural. 

 

Eventually a security 

related event will occur 

due to a diminished risk 

reduction program. 

 

Poor, or lack of system 

testing, or, breaches of 

system testing 

procedures. 

 

 

Accurate state of system 

efficacy not established. 

 

 

Potential sub-system 

vulnerability 

manifestation. 

 

Poor formal training for 

new staff, where 

training occurs through 

handed down processes. 

 

Incorrect procedures or 

bad habits passed on to 

new staff. 

 

Cultural decay 

established within the 

human aspect of the 

system. 

 

 

Lack of qualified staff 

continuation training. 

 

Decay in response 

requirements for non-

routine events. 

 

Decay in efficiency and 

efficacy of staff 

responses. 

 

People changing the 

built environment to 

suit personal 

requirements. 

 

 

Changes various system 

inputs, discordant with 

their design 

specifications. 

 

 

Can trigger small 

changes in various sub-

system KPI’s which are 

not understood until a 

security event. 

 

 

Fluctuations in staff 

competencies 

Alters specific sub-

system KPI’s for where 

competency reduction is 

Staff may not react in 

an efficient and 

effective manner, based 
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related to. 

 

on system design 

requirements. 

 

Poor physical attribute 

(lighting and air 

conditioning) within 

CCR. 

 

Provide inappropriate 

output conditions. 

 

Poor staff concentration 

and focus, degrading 

operator effectiveness 

within CCR. 

 
Standard operating 

procedures being 

modified without 

reference to holistic 

system requirements (to 

address minor elemental 

issues).  

 

Degrades the 

performance of the 

operating system as a 

“whole”. 

 

System may not 

perform accordant with 

design specifications. 

 

 

Poor communication 

structures between 

Central Control Room 

(CCR) staff and 

security management 

and operational staff. 

Degradation in efficacy 

across “whole” system. 

System may not 

perform efficiently 

against defined threat, 

accordant with  

designed specifications. 

 

Physical 

 

Lack of maintenance of 

PPS environments 

(weeds and feral 

growth). 

 

 

 

Triggers increased 

nuisance alarm rates 

 

 

 

Staff ignore alarm, or, 

do not assess alarm 

causes properly 

reducing probability of 

accurate assessment 

KPI. 

 

Deterioration of delay 

physical elements. 

 

Barrier effectiveness 

based on 

commissioning 

measures degrades 

against defined threat. 

 

This changes the delay 

time along an 

adversary’s path, 

altering the system’s 

commissioning Pi. 

 

 

Physical components 

designed without 

considering physical 

environment impact. 

Leads to premature 

physical decay. 

Physical components 

may not perform as 

designed when put 

under defined threat 

stress. 

 

 

(Adjusted from Gillham, 2000, p. 68). 

 

 

9.7 Conclusion 

This chapter presented phase four of the study, the deductive analysis of security 

expert’s thoughts, feelings and experience with decaying security systems drawing on 

the outcomes of phase one, the conceptual review of literature as security (Chapters 2, 3 

and 4) system decay benchmarks. Phases two (Pilot study) and three (Research panels 

one and two) provided the interview data for this deductive analysis. The study’s 

research question was responded to by drawing on the deductive analysis of the three 
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research sub-questions. Research sub-question one asked: Do security experts support 

the systems approach to implementing effective security controls? Section 9.2 presented 

evidence that security experts do support the systems approach to implementing 

effective security controls. Research sub-question two asks: Do security experts support 

the argument that security systems can and do suffer from decay. Section 9.3 presented 

evidence that security experts do support the argument that security systems can and do 

suffer from decay. Research sub-question three asks: Do security experts support that 

security decay lies within the systems elements, constituents and their interrelationship? 

Section 9.4 presented evidence that security experts do support that security decay lies 

within the systems elements, constituents and their interrelationship. 

 

Based on the sum of security experts responses to the research sub-questions, it is 

argued that it can be interpreted that the study participants do support that security 

decay can be represented by “the gradual degradation of the microscopic quantities 

(constituents), and, or, the gradual degradation in the relationship between the 

microscopic and macroscopic quantities within a security system”. These results will be 

taken forward to Chapter 10 where the study’s conclusions can be drawn, providing 

study findings, limitations and recommendations.  
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CHAPTER 10 

 

CONCLUSIONS, LIMITATIONS AND RECOMMENDATIONS 

 

10.0 Introduction 

This chapter presents the study’s conclusion, methodological limitations and 

recommendations. Section 10.1 provides a summary of the study’s research enquiry and 

presents how the research data generated from this enquiry relates to previous works 

focusing on security decay theory. Section 10.2 provides a management philosophy and 

methodology (Figure 10.1) towards maintaining Physical Protection Systems (PPS) at 

their commissioned levels of effectiveness. In addition, this section presents a summary 

of how security decay directly relates to the degradation within a security “system” 

based on its designed purpose in relation to its defined threat (Figure 10.2). 

Furthermore, Section 10.2 presents the study’s formal research findings. Limitations of 

the study are presented and discussed (Section 10.3), and recommendations for future 

investigations are made (Section 10. 4). Section 10.5 summarises this research enquiry 

providing the study’s conclusion.   

 

10.1 Summary of the study 

As previously stated, to date there is a dearth of dedicated published literature 

underpinned by academic research pertaining to security decay. In considering such an 

academic void Koffka (1963, p. 4) explains that in contemporary times, knowledge is 

regarded as an aim in its own right, stating “find facts, and again find facts; when you 

are sure of your facts, try and build theories...But your facts are more important”. The 

current knowledge and theory relating to security decay stems from the previous works 

of Underwood’s (1984) writings in his book “The Security of Buildings”, or McClure’s 

(1997) thesis “Security Decay: The erosion of effective security”, which is a dedicated 

published research works towards discussing the phenomenon of security decay. 

McClure (1997, p. 71) stated “security decay theory is a long way from extending 

beyond being an abstract model”, where security decay theory is primarily concerned 

with the influence apathy has on security and how management react to risk 

materialization when decay is evident. However, McClure (1997, p. 71) recommended 

the pursuit of a more functional model of security decay.   



225 

 

In pursuing McClure’s (1997, p. 71) recommendation, Hamlyn (1969, p. 16) states 

“explanations in science are and can be divided into two kinds, those which make 

reference to laws, and those which make reference to theories”. In considering 

Hamlyn’s (1969, p. 16) views, this study approached the investigation into security 

decay by drawing on both theory and laws. That is, the theory of Defence in Depth 

which achieves a functional security system, and General Systems Theory (GST) which 

provides a scientific frame for considering systems of all types, regardless of their 

purpose and components. In combining these theories, this research then drew on the 

laws of thermodynamics (Entropy law) to explain the natural decay occurring in 

systems of all types, regardless of make-up. This approach was considered necessary 

given the variety of different sciences which make a Physical Protection System (PPS) 

possible, where the one science which binds all various sciences to achieve the systems 

output goal is systems science (Bertalanffy, 1950; 1968).  

 

In investigating the concept of security decay from a systems approach, contrary to 

McClure’s (1997) works, this study argues apathy is not the salient factor driving decay. 

The study indicated that for Physical Protection Systems (PPS) apathy can actually be a 

product state, manifested in the poor management of PPS. For example, panel one 

member three, stated “all technology decays, as technology decays it constantly false 

alarms, then staff ignore them, where ultimately they lose confidence in the system and 

their work decays”. Such a view was also reported by Howlet (1995, p. 222) who stated:  

“from the time of taking a system into use it will start to deteriorate. No 

system, however well designed, can be completely reliable without proper 

maintenance. If left without attention it will become unserviceable...A poorly 

maintained security system will have many unexplained alarms, leading to 

the guard force losing confidence in the system and eventually ignoring a 

true alarm as just another false alarm.  However, the operator may not be 

aware of it, but the system will not perform as intended” (Howlet, 1995, p. 

220).  

 

Howlet’s (1995, p. 220) viewpoint was supported through consensus across this study. 

The study identified that decaying work practices, manifested in technology decay (high 

nuisance alarm rates), can lead to a state of apathy. Such an account indicates that 

apathy can be a product state of decay, manifested in a specific constituent within the 

system, propagating to directly affect the human aspects rather than the salient driving 
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factor. Consistent with this view, panel two member three stated, “a lack of professional 

management underpinned by poor knowledge and awareness of how the system was 

designed to work (manage the risks) leads to decay”. According to member three, “if 

you manage the triangle (Figure 10.1), you manage decay”. A common theme emerged 

across the study from both the textual literature (Chapters 2, 3 and 4) and the panel 

interview data (Chapters: 6, 7 and 8), that as a result of the heterogeneous nature of a 

PPS, decay in one specific area (point disturbance) due to the interrelationships, 

propagates throughout the remainder of the PPS, ultimately changing the performance 

(Macro-state) of the system as a “whole”.  

 

Figure 10.1 Security system management diagram.  

 

Based on the available literature, the study proposes that for PPS to maintain their 

commissioned measures they must be managed as a “system”, in-line with its original, 

or reviewed, design parameters, or as stated by Underwood (1984, p. 250) “managed by 

objectives”. For example, Figure 10.1 graphically indicates a pyramid analogy of how 

the system starts with a top down approach, where based on a defined threat (systems 

purpose) the systems objectives and parameters are established, where accordant to 

Figure 8.1 (Campbell Triangle) the operational deliverables are implemented and 
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managed to ensure the system maintains its commissioned measures of performance or 

key performance indicators over time. However, if the system is allowed to decay, the 

effects of this decay propagate back up the pyramid, in a bottom up approach. Such 

propagation diminishes the risk reduction efforts increasing organisational risk exposure 

(see Equation 28). That is, it is argued security decay transcends all levels of systems 

management. 

 

In addition, the study asserts that security decay is about the degradation within a 

security “system” based on its designed purpose in relation to its defined threat. For 

example, Howlet (1995, pp. 219-220) stated “without proper maintenance the system 

will not work”, where the operator may not be aware of it, but the system will not 

perform as intended. This view was articulated by panel one member one who stated 

“decay may not be a major failure of this system, but more incremental decrease in 

performance that occurs over time”. Based on the evidence, the study recognises that 

whilst a system may have a measure of decay, it is most probably still at a level where it 

would be effective against lower level, or lesser threats. As panel two, member three 

stated “security role is to manage the threats that pose a risk to either: institutional, 

commercial and industrial organisation to mitigate the risks”.  

 

It is argued decay in just one of the Defence in Depth elements may for some 

adversaries provide the necessary vulnerability, facilitating their opportunity to execute 

an attack and breach the layers of security. This opportunity is based on the defined 

threat’s capabilities in relation to the other Defence in Depth elements within the 

system. The findings from this study suggest that a system may still be effective against 

a large percentage of a population, but not its defined threat, where the system is 

vulnerable to attack only by these higher level threat agents for which it was intended to 

defeat (Figure 10.2). This view was explained by Garcia (2001, p. 245) who argued that 

the adversary factor is strongly interrelated with the effectiveness measure of PPS, 

where the designer must understand the facilities operations and threat. 
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Figure 10.2 The effects of decay based on a normal distribution of attack capabilities. 

 

For example, Figure 10.2 presents the argument that a system’s defined threat is based 

on the combined capabilities of a threat agent/group across all Defence in Depth 

elements (see Section 3.4.1). It is therefore suggested that such capabilities would be 

held by a very small percentage of people within the general population. However, for a 

small targeted percentage of the population the system’s vulnerability increases as the 

holes get bigger in the appropriate elements. Therefore the opportunity for success for 

this population sample increases. This aspect of system degradation is shown in Figure 

4.2 (Section 4.5), where based on the principle equifinality (see Figure 2.5) in open 

systems the steady state reached is independent of initial conditions and determined by 

the systems parameters. Consistent with the principle of equifinality the system, based 

on alterations to these parameters, alters its original steady state, arriving at a new, 

lesser steady state condition. However, this new condition presents the intuitive 

perception it is still functioning at its commissioning state (see Section 4.5, Figure 4.2).  

10.2 Research findings 

McClure (1997, p. 1) wrote, “There is a complex interrelationship between technology, 

people and management processes within a security function”. Consistent with 

McClure’s (1997) viewpoint, the available literature indicates that within a systems 

approach to security, it is the interrelations which tie the system together towards 

achieving an output goal, rather than a collection of side-by-side or juxtafication of 

controls. Coole and Brooks (2009, p. 22) highlighted such a complex relationship within 

a PPS. They argued that an orderly relationship exists where the space and time 

distribution of the Defence in Depth elements creates a comprehensive state of order in 

relation to a Physical Protection System’s (PPS) macro level of effectiveness. 

Consistent with this view the study presented the argument that as a result of managers 
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not understanding how the physical, technological and procedural aspects combine 

through management principles and processes within preset parameters to achieve and 

maintain the systems output goal, they decay. The available literature indicates that in 

order to maintain PPS at their commissioned levels of effectiveness during their life 

cycle, they need to be managed in accordance with their commissioned designed 

specifications. It is argued that the most appropriate means to manage decay within PPS 

is through the use of a performance indicator frame work, which enables full 

management of the heterogeneous nature as a “system”.  

 

Combining the summative aspect of a Defence in Depth system with the textual 

benchmark and the interview data, the evidence indicates that the study supported the 

proposition that security decay can be represented as: The gradual degradation of the 

microscopic quantities (constituents), or the gradual degradation in the relationship 

between the microscopic and macroscopic quantities within a security system. It is 

argued that such a definition provides rigor and genuine conceptual substance that can 

be integrated into Physical Protection Systems performance measures and appeal to 

both security academics and practitioners alike. Furthermore, the acceptance of entropic 

decay theory means that the laws, theories and principles of systems theory associated 

with maintaining PPS at their commissioned levels of effectiveness can be applied to 

the security function management processes. In addition, such an approach may also be 

applied to personnel and information frameworks to cover the entire security 

management system (see Figure 2.1). 

 

The study defined the effects natural entropy has on a PPS, where such degradation 

reduces a PPS’s effectiveness; however given the ubiquitous usage of entropy, limited 

understanding and definitional ambiguity, the study argues that consistent with 

Underwood’s (1984) and McClure’s (1997) writings, the term security decay become 

adopted to represent the effects and measure of degradation within PPS. Nevertheless, 

in considering such an outcome, the study argues that in contrast to Underwood’s 

(1984) writings and the findings of McClure (1997) security decay theory is primarily 

concerned with managing the natural entropic processes/pressures occurring against 

commissioned levels of effectiveness across all elements within PPS. In some cases 

these processes are allowed to manifest due to a lack of professional management of the 

security function as a “system”.  
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10.3 Study limitations 

This section highlights the methodological limitations within the study. These 

limitations include a lack of published security benchmarking within the security 

domain. In addition, this section explains the limitations within the study due the small 

sample size. Furthermore, the study highlighted a potential cultural aspect to security 

decay; however, due to limitations in time this aspect was not pursued. Finally, the 

study’s conceptual review of literature considered security decay to be an aspect 

predominately considered during the monitor and review stage of the risk management 

cycle, after the system was commissioned. However, the research indicated that decay 

should be considered well before this stage, at the design stage of a security project.  

10.3.1 Benchmarking 

Due to a lack in formal Physical Protection Systems (PPS) benchmarking, this research 

conceptually reviewed the literature (Chapters 2, 3 and 4). Whilst the principles of this 

benchmark had been peer reviewed prior to this study through the works of Coole and 

Brooks (2009), the conceptual review as a benchmark had not been double blind peer 

reviewed. This restricted peer review provides limitations within this study’s deductive 

analysis.  

10.3.2 Research Sample 

The research panel participants formed a purposive sample (N=9), providing a relatively 

small research sample. In addition, whilst panel members were selected based on their 

meeting certain criterion, this sample was chosen based on geographical location and 

willingness to participate. Some security experts declined to participate, limiting the 

security domain specializations represented within this study. In addition, another 

limitation within the sample is the multidimensional nature and many practicing 

domains of security. 

10.3.3 Cultural theory  

Research panel two, member one, explained that security decay is like risk, you can 

accept some decay, mitigate some decay and avoid some decay. Consistent with this 

approach, according to member three panel two, he has come across some security 

functions in South East Asia which are so professionally managed that there is 

absolutely no decay That is, there is no procedural decay and the physical and 

technological parameters are managed in accordance with the systems designed 

specifications. This suggests, like risk, security decay has a degree of cultural aspect, 
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which could be organisational or geographical. This aspect of decay theory was not 

investigated during this study. 

10.3.4 Security decay and risk management  

Section 3.6 presents Figure 3.3 the security risk management cycle. At the start of the 

study, decay was considered to be an aspect which was predominately considered 

during the monitor and review stage of the risk management cycle, after the system was 

commissioned. However, the research indicated that decay should be considered well 

before this stage, at the design stage of a security project. Such an approach considers 

decay as a risk and treated as such. The aim would be to design and commission a 

system where decay has been considered and where possible, the system designed to 

minimize or mitigate decay before the system is commissioned. The study’s conceptual 

review of literature benchmark did not consider this aspect of decay. Therefore this 

aspect of decay theory was not explored in depth.   

10.4 Recommendations 

In combining the findings from the study in conjunction with the conceptual review of 

literature as a benchmark (Chapters 2, 3 and 4), a number of recommendations have 

been made. These recommendations aim to further develop the knowledge and 

understanding of entropic security decay so that McClure’s (1997, p. 71) 

recommendation, of pursuing security decay theory beyond an abstract model can be 

achieved.  

10.4.1 Recommendation one: further research into Physical Protection 

Systems complex interrelations 

The study’s findings support McClure’s (1997) view that there exists a complex 

interrelationship between technology, people and management processes within a 

security function. It is recommended that academia pursue further research into this 

complex interrelationship. The benefits would be the establishment of suitable security 

benchmarks facilitating more robust security research in the future. 

 

10.4.2 Recommendation two: development of operational performance 

measures 

It is recommended that academia pursue the development of performance measures or 

key performance indicators at the operational level, which would combine to achieve 

the tactical level measures presented in the EASI model. These measures would 
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facilitate the ongoing performance management of the operational deliverables that 

combine to achieve the tactical measures across the system. Such a management 

framework would assist security management develop further as a professional 

management domain. 

10.4.3 Recommendation three: the teaching of systems theory for security 

It is recommended that academia consider how security studies and security 

management is taught. This study indicates that a true systems based approach to 

achieving effective security is required. Therefore, security needs to be managed as a 

system to ensure that the natural entropic processes/pressures occurring against Physical 

Protection Systems are avoided or countered through management principles and 

processes. A significant amount of time is spent within management theory discussing 

open systems theory. As such, it is recommended that in teaching the management of 

the security function, that the academic focus towards systems science be adopted into 

security studies syllabus.      

10.4.4 Recommendation four: security decay at the design stage 

The research sample, as a consensus, considered that security decay needs to be 

considered at the design stage of a security project. The security body of literature has 

focused significantly into designing the environment to reduce crime, referred to as 

Crime Prevention through Environmental Design (CPTED). This study recommends 

applying such a philosophy to research how PPS can be designed to reduce/minimize 

decay over the systems life cycle.  

10.4.5 Recommendation five: security decay and cultural theory 

It is recommended that cultural theory be employed to investigate the cultural aspects 

leading to the manifestation of decay, or its avoidance within security systems 

management.  

10.4.6 Recommendation six: the adoption of security decay into the body of 

knowledge 

It is also recommended that the characteristics of security decay i.e. Table 6.1 (Section 

6.6) and Table 9.1 (Section 9.6) be further defined, and that security decay theory 

become adopted into the security domain’s body of knowledge. The adoption of 

security decay theory would enable security managers to draw on this body of 

knowledge when developing business cases for the ongoing maintenance and review of 

their respective organisational security functions. 
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10.4.8 Recommendation seven: the pursuit of a systems approach. 

This research indicates that a true systems approach to implementing effective security 

controls is required to achieve a state of effective security. However, much of the 

security literature dissects security reviews and security auditing into discrete domain 

specific categories, including Crime Prevention through Environmental Design 

(CPTED) reviews, physical security audits, security lighting audits, etc. This study 

suggests that in order to maintain PPS at their commissioned levels of effectiveness 

during their life cycle, they need to be managed in accordance with their commissioned 

designed specifications as a “system”. Therefore consistent with recommendation two, 

it is proposed that security auditing tools and methodologies be developed to audit the 

security function as a “system” rather than seeing security control components standing 

in a side-by-side relationship or Silo thinking. This focus was emphasised by 

Bertalanffy (1968, p. 18) who considered the systems approach to be one of 

organisation where phenomena are not observable by respective parts in isolation.  

 

It is argued that a systems focus would highlight the quantitative aspect of security 

which leads to two different security states. These two states include security by denial 

and security by apprehension. For a denial state the system is commissioned to deny a 

defined threat access to a protected asset, where through the employment of 

mathematics the sensitivity settings within a PPS can be adjusted to ensure such an 

objective is achieved. In contrast, security by apprehension is a state where the system 

is commissioned to increase the level of difficulty associated with achieving a 

successful attack. However, the cost benefit analysis does not justify the level of 

Defence in Depth to resist high level attacks, where the system hinders the attack and 

facilitates the collection of evidence towards apprehending the offender/s at a later time. 

Such separation of two different security objectives provides a means of qualitatively 

articulating the effects of decay on a commissioned PPS, where the system can move 

from a denial state to one of apprehension.  

10.5 Conclusion 

This chapter presented the study’s research conclusion (Section 10. 1) summarising the 

available literature relating to the concept of security decay towards presenting this 

study’s research finding (Section 10.2).  The study investigated the concept of security 

decay from a systems approach to implementing effective security controls. This 

investigation was framed within an open systems approach, drawing on the 
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underpinnings of General Systems Theory (GST). GST facilitated the examination of 

how individual security components are tied together to achieve a predetermined output 

goal. It was argued that this predetermined output goal is the systems purpose, which is 

achieved through the implementation of various layers of controls. These layers include 

the use of technological, physical and procedural aspects combined in an orderly 

relationship, which are interrelated and commissioned as a “whole” against a desired 

benchmark. This benchmark is designed to counter the threats that pose a risk to various 

organisations towards achieving the amount of desired risk reduction.  

 

To account for the concept of decay within an open systems frame the study drew on the 

concept of entropy. Entropy as a concept is derived from a metric, defined as a measure 

of disorder in a system and a process characterised with: decay, running down, and 

becoming disordered. For a system it is argued that as its entropy level increases its 

output or working capabilities decrease. As such, entropy provided the scientific frame 

for considering security decay within a Physical Protection System (PPS). The study 

argued that if PPS are left to themselves, that is, not provided with the appropriate 

feedback open systems require too circumvent the effects of the second law (entropy 

law) of thermodynamics, they become closed. Closed systems eventually reach a state 

where they are no longer capable of delivering the required risk control they were 

commissioned to achieve.  

 

The study recognised and highlighted the complexity of entropic decay theory and the 

professional management required to ensure that Physical Protection Systems (PPS) 

maintain their commissioned levels of performance over the course of their life cycle. 

This complexity is based on the vast number of domain specializations which draw on a 

variety of science disciplines to achieve the PPS’s output goal. The evidence indicates 

that security decay can be seen as either technological, physical, or procedural in its 

manifestation. Based on what a system is, such decay can under certain conditions 

propagate to affect other sub-systems within the system and ultimately the system’s 

macro-state output. The findings of the study suggest that for systems to maintain their 

commissioned levels of effectiveness over their life cycle they must be professionally 

managed. It is argued that such professional management requires a specific focus, 

where the technological aspects of the system are managed in accordance with their 

designed parameters. In addition, the physical aspects of the PPS needs to managed in 

accordance with their structural underpinnings, and the human functions and procedural 
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aspects must be managed by those principles and processes underpinning management 

theory.  

 

The evidence indicates that these three aspects are the structural categories towards 

countering entropic decay within PPS. Consistent with this view it is argued that the 

systems objectives must be clearly defined and underpinned by key performance 

indicators which directly contribute to the systems output goal. This study purports that 

such a management philosophy will facilitate an efficacy based approach to the 

professional management of PPS. That is, facilitating the professional management by 

objectives.  

 

The study also highlighted the problems associated security’s lack in consensus 

definition. In addition, the dearth of knowledge and lack of dedicated published 

literature underpinned by academic research pertaining to security decay. In-light of this 

knowledge gap, this chapter presented a number of study limitations (Section 10.3), 

highlighting the complexity in conducting robust academic research within the security 

domain. Furthermore, this chapter presented a number of recommendations (Section 

10.4) to both expand the knowledge relating to security decay and expand the 

robustness of security research for future knowledge categorisation development.  
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APPENDIX A 

 

SEMI-STRUCTURED INTERVIEW RESEARCH QUESTIONNAIRE LETTER 

 

 

 

The Theory of Entropic Security Decay 
Thank you for considering participating in our research study pertaining to the concept 

of security decay. This research project is being undertaken as part of the requirements 

of a Master of Science degree at Edith Cowan University. Your insights will be 

extremely helpful in evaluating the existence of this phenomenon within the security 

domain.  

 

Aim: To develop the concept, define the term and establish a framework for measuring 

entropic decay within a security system. 

 

Benefits: This research will develop an understanding of how the characteristics that 

may make an organisation prone to entropic decay can be identified, and measured. 

Once these characteristics are understood, this will enable the use of small funding to 

stimulate and maintain the effectiveness of various security risk mitigation strategies. 

This information can assist managers when conducting formal risk assessments to 

ensure their risk reduction strategies take into account the decaying aspect of 

implemented security controls. 

 

The theory of entropic security decay 

The theory of defence in depth aims to link layered security elements into a system 

incorporating; people, technology, barriers and procedures to ensure a holistic and 

functional security system. This system aims to deliver effective risk based decisions, 

enhanced operational effectiveness, and reductions in overall risks and costs for a 

facility. However, it has been argued that security controls degrade over time reducing 

the effectiveness level of risk treatment. This argument was first considered by 

Underwood (1984) who referred to this as decaying security, stating “Security decay” is 

the most serious threat to a security system, and that such decay must be “expected”, 

“avoided”, and “countered”. 

 

The theory of entropic decay considers that security controls are implemented within a 

systems approach towards reducing security related risks, and that in line with the 

premises of systems theory the elements of defence in depth (detect, delay and 

response) must be employed and successfully achieved within their sequential order and 

that over time all systems are prone to entropic decay, including security systems.   

This study requires your assistance to explore the application of security controls within 

a systems frame. Specifically, we seek your experience with the argument that in line 

with the principles of systems theory, all systems includes security systems degrade 

over time, leading to decay, and that this decay does/is manifested within the system. 

Results from this study will be integrated into the conceptual literature review framing 

the theory of entropic security decay for interpretation and analysis towards drawing 

conclusions relating to the research questions. In addition, each participant within the 

study will receive a critique of the findings as they occur. This will provide you with the 

most up-to-date discourse relating to the concept of security decay. 
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Guidelines: This research enquiry is employing a Delphic poll methodology. The 

purpose of a Delphic Poll is to gather a consensus of expert opinions relating to a 

specific topic under investigation using several rounds of interviews or questionnaires to 

facilitate the identification, evaluation, and clarification of research problems and 

establish positions towards identifying solutions, by drawing on the current knowledge 

of participating experts. You have been nominated by your peers as a security expert.  

This Delphic study will be undertaken utilizing Interviews as they are a systematic 

means of discussing with people an area under investigation towards collecting data and 

constructing knowledge in research. The use of interviews in research considers that 

knowledge is something generated between people, often through conversation. 

Interviews enable research participants in a study to discuss their interpretations of the 

world in which they live, and to express how they regard issues under investigation 

from their personal experience. As sch the core aspect of your role within this study will 

consist of providing experience-based knowledge when answering interview questions.  

 

Risks and Discomforts 

There are no foreseeable risks or discomforts associated with your participation in this 

study. However, you will be required to participate in two rounds of interviews, with an 

information feedback process between these rounds.  

 

Confidentiality 

Information obtained from this study which could identify you will be kept private to 

the extent allowed by law. However, information which may identify you will be shared 

with research supervisory staff from Edith Cowan University where necessary. 

 

Results 

The results of this study will be published as a thesis and made available through 

various library catalogues. In addition, it is anticipated that the results of this study will 

be reported in conference proceedings and relevant journal publications. The reporting 

of results will not include any information that may identify individual participants. 

This study incorporates a Delphic Poll, as such results will be disseminated to 

participants during the course of the research phases, and final results will be reported to 

all participants once conclusions have been drawn at the completion of the research 

phase. 

 

Refusal or withdrawal without penalty 

Your taking part in this study is your choice. There is no penalty if you decide not to be 

in the study. In addition, you are free to withdraw from this research study at any time. 

In addition, you may be removed from this study without your consent if Edith Cowan 

University chooses to end the study. 

If you have any questions, concerns, or complaints about this research or a research- 

related enquiry, please contact this research’s supervisor Dr Dave Brooks; 

d.brooks@ecu.edu.au or telephone:  08 63045788, or 

Student Researcher; Michael Coole: 0415874595 or email, mcoole@our.ecu.edu.au 
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INFORMED CONSENT 

Thank you for choosing to participate in this research study. Your signature 

below indicates that you agree to participate in this study. If you agree to participate in 

this study you will receive a copy of this signed document. 

 

I______________________________________ agree to participate in this research 

study (the theory of entropic security decay). I have had the aims of the study explained 

to me, its research methodology and my commitment requirements. In-line with the 

requirements of informed consent, I provide my informed consent. 

 

 

Signature___________________________ Date____/____/____. 

 

This document was Witnessed by Michael  

Coole_________________________Date___/___/____. 
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APPENDIX B 

 

PILOT STUDY SEMI-STRUCTURED INTERVIEW QUESTIONNAIRE 

 

Category Questions Responses                          

Date:    ___/___/___ 

                                            

Panel No._________ 

                                            

Round No.________ 

Systems approach to 

security. 

 
Prompts and Probes: 

a) Would you elaborate 

on that? 

b) How did that come 

about? 

c) That’s helpful I’d 

appreciate it if you 

could give more 

detail. 

d) Some say,..do you 

agree? 

e) What you’re saying 

now is very 

important, and I want 

to make sure that I 

get it down exactly 

the way you mean it, 

please explain some 

more.  

 

 a) Can you please tell me from your experience what the role of security is within an organisations 

• Do you see it as a risk reduction role? 

b) Can you tell me how you apply the body of knowledge including theories and principles of 

security, specifically DiD 

• Do you support a systems approach? 

Can you please explain to me your understanding of a system 

• Do you consider the relationships between the micro state and the macro state? 

• What do you think this involves? 

c) According to the principles of systems theory small changes within a specific part can lead to a 

large change at the output of the systems 

• Do you agree with this premise? 

d) Systems theory is concerned with those key performance indicators that are directly related to 

the whole systems key performance indicator. 

• Within your understanding of a systems approach, can you tell me what you believe the 

key performance indicators are within a PPS  

• Based on your experience, do you believe the key performance indicators of the systems 

are related to the systems effectiveness? 
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Security Decay 
This study is specifically focused 

towards establishing an 

understanding of the concept of 

security decay. 

 
Prompts and Probes: 

a) Would you elaborate 

on that? 

b) How did that come 

about? 

c) That’s helpful I’d 

appreciate it if you 

could give more 

detail. 

d) Some say,..do you 

agree? 

e) What you’re saying 

now is very 

important, and I want 

to make sure that I 

get it down exactly 

the way you mean it, 

please explain some 

more.  

 

a) Based on your experience do you believe that security systems decay; 

b) What is your understanding of security decay; 

c) Can you tell me about a time when you experienced security controls degrading; 

d) In considering the argument that security controls decay, how do you think this occurs within a 

systems approach to security; 

e) The theory of entropic security decay argues that the concept of decay within a PPS occurs 

within the individual constituents, within the PPS, and its effects propagate through the system 

from this point. Based on your experience, do you support this premise; 

a) Systems theory, and specifically an effect referred to as the butterfly effect suggests small 

input changes within a system can result in large changes at the macro output. Do you feel this 

applies to a PPS; Can you give me an example where you have come across this; 

b)  Based on your experience,  what do you consider the effects of decay are; 

c) Once decay has set in, do you think its effects, both at the point of manifestation, and 

throughout the remainder of the system are reversible; 

d) Do you think decay can be avoided; 

f) Do you believe the concept of decay has a place in the risk management formula? 
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Biographical data 
Participant No. 

Panel No. 

 

 

What is your current security employment context and role? 

 

 

Can you please tell me what type of security advice you 

supply in this role? 

 

How long have you been in this role?  

 

Can you please tell me what formal qualifications you hold 

for this role? 

 

 

 

 

 

 

 

  



254 

 

APPENDIX C 

FINAL SEMI-STRUCTURED INTERVIEW QUESTIONNAIRE 

 

Category Questions Responses                    

Date:    ___/___/___ 

                                      

Panel No._________ 

                                      

Round No.________ 

Systems approach to 

security. 

 
Prompts and Probes: 

f) Would you elaborate 

on that? 

g) How did that come 

about? 

h) That’s helpful I’d 

appreciate it if you 

could give more 

detail. 

i) Some say, do you 

agree? 

j) What you’re saying 

now is very 

important, and I want 

to make sure that I 

get it down exactly 

the way you mean it, 

please explain some 

more.  

 

 

 

 

 1) Can you please tell me from your experience what the role of security is within an organisation? 

 

2) Do you see it as a risk reduction role? 

 

3) Can you tell me how you apply the body of knowledge including security methodologies and 

concepts? Do you use DID? (If not stated). 

 

4) Can you please explain to me your understanding of a system? Do you consider the relationships 

between the components and the goal of the system?  

 

5) Do you support a systems approach towards security? Yes/No. 

 

6) What do you think the systems approach towards security involves? 

  

According to the principles of systems theory small changes within a specific component can lead to a 

large change at the output of the systems 

7) Do you agree with this premise? Yes/No Can you explain why?  

 

Systems theory is concerned with those key performance indicators that are directly related to the whole 

systems key performance indicator. 

 

8)Within your understanding of a systems approach, can you tell me what you believe the key 

performance indicators are within a PPS  

 

9) Based on your experience, do you believe the key performance indicators of the systems are related 

to the systems effectiveness? Can you explain how? 

 

10) Based on your experience do you believe that security systems decay; 

 
11) What is your understanding of security decay; 

12) Can you tell me about a time when you experienced security controls degrading, what occurred? 

 

Security Decay 
This study is specifically focused 

towards establishing an 

understanding of the concept of 

security decay. 
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Prompts and Probes: 

f) Would you elaborate 

on that? 

g) How did that come 

about? 

h) That’s helpful I’d 

appreciate it if you 

could give more 

detail. 

i) Some say, do you 

agree? 

j) What you’re saying 

now is very 

important, and I want 

to make sure that I 

get it down exactly 

the way you mean it, 

please explain some 

more.  

 

13) In considering the argument that security controls decay, how do you think this occurs within a 

systems approach to security; 

 

The concept of security decay argues that decay within a PPS occurs within the individual constituents, 

within the PPS, and its effects propagate through the system from this point.   

14) Based on your experience, do you support this premise Yes/No, why, why not? 

 

Systems theory, and specifically an effect referred to as the butterfly effect suggests small input changes 

within a system can result in large changes at its macro output. 

15) Do you feel this applies to a PPS? Yes/No. Can you give me an example where you have come 

across this? 

16) Based on your experience, what do you consider the effects of decay are? 

 

17) Once decay has set in, do you think its effects, both at the point of manifestation and throughout the 

remainder of the system are reversible? Yes/No. How do you think so? Or, why don’t you think so? 

 

18) Do you think decay can be avoided? Yes/No. How do you think the effects of decay within a 

security system can be avoided? Or, why don’t you think the effects of decay within a security system 

can be avoided? 

 

19) Do you believe the concept of decay has a place in the risk management process? Yes/No.  If so, 

where in the process? If not, why not? 

 

20) Based on your experience, is there any facet of security decay which you can add to the research 

enquiry? This may include factors associated with either the cause of decay or impacts from it. 
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APPENDIX D 

RESEARCH PANEL ONE: PHASE THREE EXPERT INTERVIEW AND 

FEEDBACK TRANSCRIPT 

 

The following transcript was taken from panel one member two’s feedback (Round two 

participant interview) transcript from questions 1-10 to demonstrate a typical interview . 

Interview transcript 

 

Question 1: Can you please tell me from your experience what the role of security is 

within an organisation? 

You answered: Security’s role is the protection of assets, including: physical 

information and personnel in order for the organization to function to achieve its 

business objectives. Security should be integrated with the organization to assist it in 

achieving its objectives.   

Participant 1; Re: Security depends on context and relates primarily to the safety of 

people, not Occupational Safety and Health, but the safety of people from human 

adversaries. It also encompasses asset protection, secure containment and incident 

management.   

Participant 3; Re: For me, in principle, the role is around maintaining custody and 

containment of all prisoners within the justice system. This is achieved through the 

provision of physical, procedural, dynamic security measures in a balanced and holistic 

approach. 

 Feedback: Both yourself and panel member number one (1) stated that security’s role 

is the protection of assets. However, panel member number three (3) stated that 

security’s role encompasses and is achieved through the provision of physical, 

procedural, dynamic (intelligence) measures in a balanced and holistic approach. 

Qu: Do you agree with panel member number three’s (3) statement?  

Res: These are functions towards achieving the objective, that is, this is how a state of 

security is achieved.  

Furthermore, the pilot study panel concluded that security at the tactical level of 

management relates to the holistic implementation of procedural, physical and 

electronic measures which aims to protect an organisation’s assets which includes 

people, information and physical property through their ability to deter, detect, delay 

and respond against organisation specific threats. 

Qu: Do you agree with the pilot panel’s conclusions? 

Res: Yes. 

Question 2: Do you see security roles as a reduction role? 
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You answered: Yes, because its role is to mitigate known or perceived threats to an 

organization. 

Participant 1; Re: Yes, everything is risk based. Without knowledge of risk there is no 

baseline. 

Participant 3; Re: Most definitely, it is about reducing risk all the time, not just within 

the justice system, but across the wider community. 

Feedback: All panel members responded yes to this question, that security is a risk 

reduction role. As such, it is interpreted that a consensus exists amongst the panel 

members that security is a risk reduction role. 

Qu: Do you support this interpretation?  

Res: Yes I do. 

In addition, the pilot panel reported that security is a risk reduction role at the strategic 

level of management. 

Qu: Do you agree with the pilot panel? 

Res: Yes, of course. 

Furthermore, the pilot panel as a consensus agreed that security also has a deterrent role 

within an organisation towards preventing security related incidents. 

Qu: Do you support the pilot panel’s views in relation to this aspect of security’s role 

within an organisation? 

Res: Yes, it is one of its functions. 

Question 3: Can you tell me how you apply the body of knowledge including security 

methodologies and concepts. Do you use defence in depth? 

You answered: I combine all aspects of defence in depth, Crime Prevention Through 

Environmental Design (CPTED) and risk management to achieve security objectives. 

These are, and need to be interrelated. To achieve defence in depth, in-line with a 

security context requires all aspects of security. For example, security intelligence 

(SYNT) aligns with risk management to ascertain how defence in depth will be 

achieved. For example, CPTED detection or a technology based detection component. 

This takes into account zoning at a facility, where different levels of risk reduction are 

required within each zone (Hierarchical system) of defence in depth, where defence in 

depth achieves a level of access control.  

Participant 1; Re: It depends on the security context. Defence in depth is an absolute 

underpinned by security risk management. That is, you need to understand the client’s 

needs and their risks. It needs to be very functional. 
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Participant 3; Re: I definitely adopt the principles of defence in depth, also crime 

prevention through environmental control (CPTED) within physical security. I utilize 

CCTV as alarm verification/discrimination. For me It incorporates a balanced approach 

of physical, procedural, dynamic (Intelligence) and risk management.   

Feedback: For this question, all panel members responded that they employ defence in 

depth interrelated with risk management to establish a level of security based on risk. 

As such, it is interpreted that al panel members agree that the consistent body of 

knowledge employed to security an organisation’s assets is defence in depth and risk 

management. 

Qu: Do you agree with this interpretation?  

Res: Yes. 

In addition, panel member number two (2) stated that he employs a hierarchical system 

of defence in depth, where defence in depth achieves a level of access control, within 

zones to achieve a desired level of risk reduction. 

Qu; Do you support panel member number two’s (2) approach? 

Res: Yes. 

In addition, panel member number one (1) stated that when employing the security body 

of knowledge it needs to be very functional. That is, applied from a functional approach. 

Qu: Do you agree with panel member number one’s (1) views relating to the 

employment of security’s body of knowledge? 

Res: Yes. 

Question 4: Can you please explain your understanding of a system? Do you consider 

the relationship between the components and the goal of the system? 

You answered: For a system, you tie in a group of elements and constituents which 

maintain a role towards an overall outcome. All aspects are interrelated, it depends on 

how they are interrelated, and yes I certainly consider the interrelationships. 

Participant 1; Re: The systems approach is a holistic approach, “seen as a whole”. It 

requires structure with good interactions between components (highly interrelated) 

interface between components. “It’s a top down process”. A systems approach considers 

strong interrelationships between interrelationships at the design stage with operator 

interface. That is, the components must help achieve the objective of the system. 

Participant 3; Re: For me systems are the components and linking’s between them, the 

physical components and procedures are linked to achieve a goal, which for me the goal 

is to reduce risk. 
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Feedback: For this question both yourself and panel member number one (1) focused 

on linking in individual components and their various interrelationships to achieve an 

overall goal or objective. Specifically, panel member number one (1) stated that a 

system a system is a top down process which requires structure incorporating 

components with good interactions between them, and all being highly interrelated to 

achieve the objectives of the system. However, the system should be seen as a “whole”. 

Qu: Do you agree with panel member number one’s (1) views? 

Res: Yes. 

Furthermore, panel member number three (3) stated the systems approach links in the 

physical components and human procedures to achieve the systems goal, which in the 

security context is the reduction of risk. 

Qu: Do you agree with panel member number three’s (3) views? 

Res: I do in a security context, but a systems goal may not be to reduce risk. As such, I 

think this is an oversimplification.  

In addition, the pilot panel reported through consensus that the systems approach to 

security relates to how risks can be reduced through a holistic approach, interrelating the 

separate components which combine together to achieve an overall goal. 

Qu: Do you support the pilot panel’s consensus? 

Res: Yes. 

Question 5:  Do you support a systems approach towards security? 

You answered: Yes for sure. 

Participant 1; Re: Yes, as long as the systems are properly designed tools for the 

management of security risks (systems are sets of tools). 

Participant 3; Re: Yes, definitely. 

Feedback: For this question all panel members responded yes, that they support a 

systems approach towards security. It is therefore interpreted that a consensus was 

reached with this question. Such a consensus was also reached by the pilot panel. 

Qu: Do you agree with this interpretation? 

Res: Yes. 

Question 6: Too the question: What do you think the systems approach towards 

security involves? 

You answered: The same as it does with any organization. The Physical Protection 

System (PPS) broken down into its component parts relies on the other components 

within the system. If one component within the system is broken, or removed, this 
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changes the whole system. For example, defence in depth relies on all its elements to be 

interrelated and at their measure of effectiveness. 

Participant 1; Re: The systems approach to security is a holistic approach that 

recognizes the main contributions to the security solution. Be it, management processes, 

procedures, technology, people and physical security, the built environment and 

planning. It is how each of these elements are implemented, recognizing the importance 

of each other and how the interactions compliment and influence each other. Each 

element is configured or implemented to support each other to form a holistic security 

system approach, and recognizes the Swiss Cheese choice approach.  

Participant 3; Re: The systems approach means to have sound security practices in 

place before an event occurs. This applies the dynamic approach (Intelligence) to 

security. The systems approach adopts the principles of security, and has them in place 

before an event, to reduce the risks associated with a security context. The systems 

approach starts before a security project commences. The majority of risks should be 

mitigated before, at the planning stage. 

Feedback: To this question panel member number one (1) focused on the idea that the 

systems approach is a holistic approach that recognises the main contributions to the 

security solution, be they management processes, procedures, technology, physical 

barriers, built environment and people, and how each of these components are 

implemented to compliment and support each other. 

Panel member number one specifically draws on the Swiss cheese analogy presented in 

Standards Australia (HB 167: 2006, p. 59), where many security controls will exist in a 

“layered” or defence in depth structure, where under normal circumstances the holes in 

each layer are covered up by subsequent layers of controls. 

Qu: Do you agree with panel member number one’s (1) views?  

Res: Yes. 

In addition, panel member number three (3) stated that he views the systems approach 

as being sound security practices in place before an event occurs, that is, adopting the 

principles of security to reduce risks associated with a security context at the start of a 

security project. 

Qu: Do you agree with panel member number three’s (3) views? 

Res: I don’t agree as I don’t think he really has answered the question. Looking at it 

from management theory, the systems approach is about putting in place a combination 

of strategies to achieve a set goal. That is, systems theory should be applied to the 

security function.  
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Furthermore, the pilot panel reported through consensus that the systems approach to 

security relates to how risks can be reduced through a holistic approach, interrelating the 

separate components which combine together to achieve an overall goal. 

Qu: Do you agree with the pilot panel’s consensus relating to the systems approach? 

Res: Yes, this makes what panel member number three (3) seem clearer. 

 

Question 7: According to the principles of systems theory, small changes within a 

specific component can lead to a large change at the output of the systems. Do you 

agree with this premise, can you explain why? 

You answered: Yes, it comes down to a cause and effect. By one small element 

changing, results in a larger-more-macro change. This stimulates a chain reaction 

through the system.  

Participant 1; Re: I agree with this comment. 

 Due to the reliance on each element, the systems based approach must regularly be 

reviewed or weaknesses are created. These small changes can have a domino effect on 

each of the other elements that combines to the systems based structure. The changes 

may be small, but if not considered in a holistic manner or without a clear 

understanding of why an element was implemented or structured in the first place you 

can change the basic premise of why and how it supported other elements within the 

system. Using the Swiss cheese analysis you can actually move the “hole” so that it now 

aligns with another hole. Do this with several or many small changes and you can create 

a weakness that is substantial, yet difficult to recognize or identify. 

A clear understanding of the system is needed. This understanding needs to be 

underpinned by security risk management, integrated through security management 

plans, assessed and reviewed regularly with understanding of the holistic approach. For 

example, time changes in procedures, staff, complacency and a lack of training or 

understanding of initial concepts are enemies of the systems based approach.    

Participant 3; Re: Yes I do. For me, one of the reasons our system breaks down is that 

we are unable to intervene, based on the intelligence due to pressures (political) on the 

system. Small systems changes can have a significant impact at a much higher level and 

can change the strategic direction of an agency.  

 

Feedback: Too this question both panel members’ number one and three agreed. In 

addition, panel member number one’s (1) views were in-line with your own, and states 

“due to the reliance on each element small changes in a system can have a domino 
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effect on each of the other element that combines to the systems based structure”. The 

changes may be small, but if not considered within a holistic manner or without clear 

understanding of why an element was implemented or structured in the first place, you 

can change the basic premise of why and how it supported other elements within the 

system.  

Panel member number one (1) draws on the Swiss cheese analogy from Standard 

Australia (HB 167: 2006, p. 59) where under normal conditions the holes in each 

security layer are covered up by subsequent layers of controls. However, small changes 

in the system results in the holes aligning with another hole, where if you do this with 

several or small changes you can create a weakness that is substantial, yet difficult to 

recognise or identify. 

Qu: Do you agree with panel member number one’s (1) views? 

Res: Yes, each hole gets bigger as decay sets in, eventually aligning the holes. 

In addition, panel member number three (3) stated that he agrees as small system 

changes can have a significant impact at a much higher level, and can change the 

strategic direction of an agency. 

Qu: Do you agree with panel member number three’s (3) views in relation to this 

specific principle of systems theory? 

Res: I am not sure. 

 

Question 8: Within your understanding of a system, can you tell me what you believe 

the key performance indicators are within a PPS? 

You answered: The key performance indicators give you a measure, where you set 

goals in an organization to ensure you are achieving what the system is designed for, it 

is a monitoring process. As such, the elements of the PPS become the key performance 

indicators. They start off with a probability of detection, then a probability of 

transmitting an alarm actuation, followed by a measure of accurate assessment of the 

alarm cause, then a probability of communicating that alarm source to the appropriate 

response component of the system. Then, the delay time and response time based on 

their mean average become the following system measures. 

 

Participant 1; Re: Key performance indicators are those items that you can use to 

monitor the effectiveness of the ongoing performance of each element of a system. If 

key performance indicators are not being met this could strongly suggest that a specific 

element is not delivering the full capacity or the outcomes for which it was specifically 

designed. 
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If an element is not delivering required performance full capacity or outcomes it may 

therefore not be supporting other elements within the total system in the manner for 

which it was intended to, designed and implemented. 

These shortfalls in elemental performance is very likely to have an impact on the whole 

of the systems performance and therefore if “whole of system KPI’s” are correctly 

identified, structured and monitored these will be directly influenced by elemental 

KPI’s. 

The KPi’s include: 

Management/Procedures 

Log in out systems each shift, recorded training frequency, recorded proficiency 

assessment, recorded regular performance diagnosis. Annual-Bi-annual audits of staff 

training levels, of Standard Operating Procedures (SOP’s), of response procedures. In 

addition, minutes of team meetings, minutes of management meetings and activities 

altered from annual, bi-annual audits.  

Planning/Built environment 

Frequency of physical inspections, frequency of maintenance (gardening type), 

frequency of maintenance (structure type), annual, bi-annual audit, action on annual, bi-

annual audit. Inspection of Central Control Room (CCR) and physical environment. 

Inspection of perimeter zones (erosion, debris, materials) and actions, results of 

inspections. 

Technology 

System false alarm rates, nuisance alarm rates, maintenance records, service breakdown 

records, system down time records, repair period records, record of maintainer training 

records, records of maintainers agent accreditation, records of maintainer’s site 

induction training, records of length of time to rectify “sign off” fault, independent audit 

of routine maintenance, records of daily tests and results, regular audit of compo entry 

integration testing. 

Participant 3; Re: From a prisons perspective, the key performance indicators relate to 

the core elements of defence in depth, they start at deterrence where reducing 

opportunity provides a level of deterrence, then a capability of detection, within a 

context, the verification (assessment) of an alarm event, the delay aspects, where all of 

this is measured against the response capability. In addition, aside from key elements 

other key performance indicators include: fit for purpose (environment) reliability, 

robustness, and technical support. These aspects relate to probability of detection, 

nuisance alarm and false alarm rates.  
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Feedback: Too this question, panel member number three (3) followed a similar view 

to yours, proving what is considered tactical level key performance indicators within the 

system, as the systems key performance indicators. 

Qu: Do you agree with this view relating towards the level of key performance 

indicators? 

This view was also supported by the pilot panel study. However, panel member number 

one (1) provided a much more detailed account of the system key performance 

indicators, some of which were also reported by panel member number three (3). It is 

considered therefore that the key performance indicators reported by panel member 

number one (1) are operational level key performance indicators. 

Qu: Do you support this interpretation? 

Res: Yes, I mean ultimately it is a broad question. As such, a hierarchical level of key 

performance indicators needs to be articulated. The system needs to be designed and 

key performance indicators established through a top down approach, however, audited 

utilizing a Bottom up approach where the operational key performance indicators 

directly relate to the tactical key performance indicators which ultimately relate to the 

systems strategic objective.   

Question 9: Based on your experience, do you believe the key performance indicators 

of the systems are related to the systems effectiveness? Can you explain how? 

You answered: Yes. This is your means to ensure the elements are achieving your 

design goals. To ensure you can measure for any problems at its earliest opportunity. 

Key performance indicator reduction at the micro-level reduces key performance 

indicators at the macro level. The overall key performance indicator provides a strategic 

level of monitoring effectiveness. 

Participant 1; Re: Yes, KPi’s are and should be related to system effectiveness. If you 

refer back to my answer to question 7, I believe that KPi’s are a measure of whether an 

element and therefore a system is delivering the outcomes and functionality for which it 

was designed. This directly determines or impacts on the elements effectiveness as a 

single element performing its required function and effectiveness is supporting other 

elements in its functions within the total system. Again, the Swiss cheese effect. If one 

or more elements of a system are not performing in the manner intended, they do not 

support system security and would therefore directly impact on KPI’s. 

Participant 3; Re: I do believe the systems performance indicators are related to the 

systems overall key performance indicators. We look at the selection of components 

from their individual key performance indicators, such as probability of detection, 
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nuisance alarm rate, false alarm rate etc, then combine them together into a designed 

whole.  

Feedback: Too this question all panel members reported that they do believe the key 

performance indicators of the system are related to the systems effectiveness, based on 

the argument that key performance indicator reduction at the micro-level reduces key 

performance indicators at the macro level, where according to panel member number 

one, if one or more elements of a system are not performing in the manner intended, 

they do not support system security and would therefore directly impact on it. 

Such a consensus was also reported by the pilot study. 

Qu: Do you support that a consensus to this question exists? 

Res: Yes. 

Question 10: Based on your experience, do you believe that security systems decay? 

You answered: Yes they do decay.   

Participant 1; Re: Yes I do believe that security systems can and do experience decay. 

Participant 3; Re: Oh yes. 

Feedback: Too this question all panel members reported yes. Therefore it is interpreted 

that a consensus exists amongst the panel that security systems do suffer from decay. 

In addition, a consensus was also reported by the pilot study congruent with this panel’s 

consensus. 

Qu: Do you support such an interpretation? 

Res: Yes I do. 
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APPENDIX E 

RESEARCH PANEL TWO: PHASE THREE EXPERT INTERVIEW AND 

FEEDBACK TRANSCRIPT 

 

The following transcript was taken from panel two, member three’s feedback (Round 

two participant interview) transcript from question 10 -20 to demonstrate a typical 

interview. 

 

Interview transcript 

 

Question 10: Too the question: Based on your experience, do you believe that security 

systems decay? 

You answered: I believe security systems categorically decay. There is however, not a 

reason in the world why you can’t keep the system working properly; however, to 

achieve this, over time maintenance costs will increase. 

Participant 1; Re: Yes they do if they are not maintained. 

Participant 2; Re: Yes of course. 

Feedback: Too this question, all panel members responded yes, providing a consensus 

amongst the panel supporting the argument security systems decay. Furthermore, a 

consensus supporting the argument that security systems decay was also achieved by 

research panel one and the pilot panel. As such, it is interpreted that a consensus 

achieved across the research panel that security systems decay. 

Qu: Do you support this interpretation?] 

ANSW: Yes. 

Question 11: Too the question: What is your understanding of security decay? 

You answered: People install systems that do not understand what underpins them. We 

do design in parameters to facilitate for decay. For example, Figure 3 Shows how decay 

is considered in engineering aspects.  
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Figure 3: panel member three’s lighting degradation diagram 

However, the lack of knowledge and management of these parameters leads to security 

decay. 

That is, a number of factors lead to decay:  

• Lack of professional management is a significant factor, 

• Lack of continuity in educating management on how the system works, 

• Lack of formal training, where training is handed down rather than through 

formal processes, 

• Physical aspects decay through lack of maintenance, 

• Technology does get old and decays. 

This once again refers back to the Campbell triangle (Figure 7.1), where decay occurs in 

all three aspects: management, technology and physical engineering.   

There is however, no reason in the world why you can’t keep the system working 

properly. That is, if you manage the engineering aspects of decay, there is no reason that 

you shouldn’t be able to avoid decay. 

Participant 1; Re: The degradation of security systems, processes and hardware 

(security) arrangements, and personnel procedures. 

Participant 2; Re: The decline in the efficacy (effectiveness), and efficiency of the 

security function, and correlating increase in risk. Also the inappropriate response to 

security events which causes a new or updated security function which has no impact in 

altering or managing the risk, decay leads to adhoc security.   

Feedback: To this question, panel member two (2) responded that security decay 

relates to the decline in the efficacy (effectiveness) of the security solution, and its 

correlating increase in risk. Panel member one (1) responded that degradation of the 

security systems, processes and hardware arrangement and personnel procedures is what 

he consider to be security decay. In considering these views, panel member one (1), 
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research panel one (1) stated, “Security system decay is the degradation in the 

performance of an element of the security solution. Both as a single element performing 

a specific function, and its role in supporting other elements in their function within the 

total system. This may not be a major failure of the system, but mere incremental 

decrease in performance that occurs over time. This decay may however occur 

incrementally and continue over an extended period to the point it has a significant 

impact on performance and effectiveness. Furthermore, this may be compounded further 

where this decay occurs over many or all of the elements within a system. 

 Qu: Do you agree with this view relating to security decay?  

ANSW: Yes. 

In considering panel member one’s (research panel one) views, you stated that systems 

are designed with parameters to facilitate for decay. Figure ? shows an engineering 

aspect of such inbuilt tolerance. That is, decay occurs when performance falls below 

these engineered parameters. However, a lack of knowledge and poor management of 

these parameters leads to security decay 

QU: Do support this representation of your views? 

ANSW: Yes that’s right. Build in the quality that will maintain the system over time. 

Question 12: Too the question: Can you tell me about a time when you experienced 

security controls degrading, what occurred? 

You answered: I cannot name specific areas or organisations. An audit (security audit) 

I did was on an old system. However, I had the privilege of speaking directly to the 

people who set it. When I do an audit I look at: 

• Management 

• Physical 

• Technical. 

The system I was auditing had clearly suffered decay because no-body wrote down in 

the first place what the system was meant to achieve (no measures of performance). I 

found that a lack of education and awareness in how the system is meant to operate. To 

overcome such systemic decay, the systems purpose and aspects needs to be written 

down, as a document. What occurs is that changes based on wants are implemented; 

however these changes are made to satisfy people, not to maintain the security plan. The 

system needs a defined security plan otherwise changes occur which lead to decay. 

Participant 1; Re: Yes in people’s apathy, for us, day one we give them an induction 

awareness lecture, then they walk out and forget it immediately. Then security processes 
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decay over time when nothing happens. For example, people do not report security 

incidents, even though they have been told and trained to report them. This failure 

breaks down the knowledge of what is going on in the field. 

Participant 2; Re: Often why I as a consultant is called in, in the first place is to review 

security after an incident. In our experience we find that security decay occurs in non 

systems arranged approaches to security, where isolated security measures are failing. 

For example, I conducted a cash handling audit for local government. During the audit I 

found that whilst staff believed they were protected by a duress alarm system, the 

system had been disconnected for two years. In addition, the built environment 

maintenance had decreased due to leasing issues. However, the operational environment 

had changed, where cash movements had increased dramatically. I was called in as a 

robbery in the area occurred, where in response to that robbery the security 

improvements were excessive after the fact. 

Feedback: To this question all panel members provided practical examples, 

highlighting they have experienced security decay. In-line with this panels self report of 

experiencing security decay, both the pilot panel and research panel one also provided 

practical examples of where they have experienced security decay. For example, 

research panel one provided the following examples: 

Participant 1; Re: There are many practical examples of where elemental and or, 

systems decay/degrading. Examples include: 

1. Lack of maintenance in the perimeter zones (weeds and other feral growth) 

causing an increase in nuisance alarm rates, causing lack of confidence and 

increasing operator’s complacency, Lack in electronic system maintenance, 

having the same cause and effect as above. 

2. Poor or total lack of daily testing procedures being implemented, resulting in a 

failure to identify systems not working. Training occurring for new staff by 

handed down experience rather than from training processes, meaning incorrect 

procedures or bad habits being passed down.  

3. A lack of ongoing training to reinforce correct processes and procedures, having 

the same cause and effect as above.  

4. Changes to the perimeter built environment or changes to adjacent areas without 

considering the perimeter detection and surveillance systems. 

5. Changes to the Central Control Room (CCR) physical environment without 

consideration of operational efficiency or operational performance.   
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6. Changes to electronic systems, set up in CCR, i.e. CCTV/SMS etc to suit 

personal preference without reference to initial design considerations and 

integrated response requirements. 

7. Physical deterioration of physical elements, which are not maintained, reducing 

the effectiveness of the element as a barrier, or in whatever function it performs. 

There are many others 

Participant 2; I have noticed that as staff competencies fluctuate, this fluctuation alters 

individual key performance indicators where decay occurs in relation to the reduction in 

competencies and capabilities of the people components. That is, most agencies work at 

the lowest common denominator where system key performance indicators are based on 

the lowest standard, this includes training, of competency to achieve that aspect of the 

system. System key performance indicators increase with competency increase, and of 

course decrease as those competencies decrease. 

Participant 3; Re: Yes, a situation involving staff’s lack of familiarization/awareness 

with procedural security, during perimeter alarm checks. A system we put in introduced 

a microphonic alarm in a cowling, where the decay relates to improper testing around its 

designed requirement. Often staff do not test systems properly, in-line with their 

procedures resulting in technical decay as we do not know if the system is working 

based on its design configuration. Also camera alarm presets, staff when testing 

perimeter systems do not test all aspects such as alarm preset positions and field of view 

objectives for cameras. 

Also, environmental impact on physical structure, for example, on a high security fence 

the plinth was not designed to move water, therefore water sat at the base of the fence, 

and due to the high salt content in that area physical decay of the barrier occurred. Such 

physical decay needs to be considered at the design stage of a security project.   

As such, it is interpreted that security decay as a phenomenon has been directly 

experienced by all research sample members. 

Qu: Do you support this interpretation. 

ANSW: Yes. 

 

Question 13: Too the question: In considering the argument that security controls 

decay, how do you think this occurs within a systems approach towards security? 
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You answered: Once again the Campbell triangle (Figure ?), decay occurs in each, or 

all aspects of the triangle, then based on what a system is, and how the system operates, 

decay occurs in-line with what underpins the system. 

Participant 1; Re: Based on what we have talked about, normally a benign security 

environment leads to a reduction in the security program, that is small changes. These 

changes eventually leave the system vulnerable so when something does happen 

everybody’s guard is down. 

Participant 2; Re: A breakdown in monitoring and reviewing, as well as 

accountability, against external pressures, finance, people over time. Systems require 

efficiencies, but security events can lead to spending cuts within the system which can 

lead to a large change within the system. 

Feedback: To this question, you responded, once again the Campbell triangle (Figure 

?), decay occurs in each, or all aspects of the triangle, then based on what a system is, 

and how the system operates, decay occurs in-line with what underpins the system. In-

line with your views, panel member one (1) research panel one (1) stated, “I believe that 

security decay within a PPS occurs within its individual elements, them propagates 

through the system. Decay occurs at the base elemental level over time”. In-line with 

this approach, panel member three (3), research panel one (1) stated, “Any aspect of 

decay affects the rest of the system”. For example, multiple false alarms can propagate 

through the rest of the system, when complacency sets in, alarm inputs are not 

discriminated or reported, ultimately affecting the response aspect of the system. 

Qu: Do you support this approach to how security decay occurs within a systems 

approach? 

ANSW: Yes, it can be an outcome. 

Furthermore, panel member three (3), research panel one (1), and the pilot panel 

reported that security decay can affect the systems deterrence aspect as well. 

Qu: Do agree with this view?   

ANSW: Yes it can, that’s a fact. 

 

Question 14: Too the question: The concept of security decay argues that decay within 

a PPS occurs within individual constituents, within the PPS, and its effects propagate 

through the system from this point. Based on your experience, do you support this 

premise and why/why not? 

You answered: Yes, decay can occur in all three elements based again on the Campbell 

triangle. 
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Participant 1; Re: Yes. Something serious would have a knock on effect elsewhere. 

Participant 2; Re: Yes. Small changes can lead to large security implications, much 

like a chain. A chain is only as good as its weakest link or point. When that weakest 

point breaks the result can be larger.  

Feedback: To this question, all panel members responded yes, based on and in-line 

with their earlier responses. In considering the panel’s consensus responses to this 

question, research panel one supported through consensus the summary that a system is 

a combination of various inputs, where each of these inputs has a function in performing 

a specific function and supporting functions of others (interrelationships) therefore 

small changes across many/all elements can have a major impact on the system at the 

macro level.  

Qu: Do you agree with this summary and support that a consensus exists within the 

research sample that, based on the above reasoning, decay within a PPS occurs within 

individual constituents, within the PPS, and its effects propagate through the system 

from this point. 

ANSW: Yes. 

Question 15: Too the question: Systems theory and specifically an effect referred to as 

the butterfly effect suggests small input changes within a system can result in large 

changes at its macro output. Do you feel this applies to a PPS? Can you give me an 

example where you have come across this? 

You answered: Yes. However, every time you do a security system, there are 2 x 

mission critical analysis. 

1. Establishes the context required, analyses the system for single point failure. 

This analysis considers built in redundancy to stop single point failure. 

2. Apply the tools, to look for the single point factor, which leads to the butterfly 

effect, to overcome it. That is, compatibility of design, where the key is inbuilt 

redundancy. Once again, Figure ? Shows how inbuilt redundancy works, decay 

occurs when the effectiveness falls below this inbuilt redundancy.  

If these aspects of system design do not occur, yes you will have the Butterfly effect.  

Participant 1; Re: Yes it does. For us, during drug and alchohol testing for mine sites. 

If the system is not in place, or effective, this deficiency can lead to a security or safety 

related incident. 

Participant 2; Re: Yes, as discussed above, one small change leads to larger chain 

reactions. 



273 

 

Feedback: Too this question, all panel members responded yes. However, panel 

member three (3) highlights the point that inbuilt redundancy to stop single point failure 

is/should be built in, where decay occurs when the effectiveness falls below this inbuilt 

redundancy, and states “if these aspects (Figure ) of system design do not occur, or are 

not maintained, yes you will have the “Butterfly” effect. In considering panel member 

three’s (3) views, panel member two (2), research panel one (1) provides the following 

supporting statement: Yes I agree with this metaphor being applied to PPS. The 

example I can give relates to procedural decay. I have observed that for systems an 

initial level of training is introduced, at a specific level. This training has a macro-level 

output throughout the system. Over time, when this level of training is declined, that 

level of competency is declined, affecting the remainder of the security system.  

As such, it is interpreted that, certain conditions considered in-line with panel member 

three (3), research panel two (2), that a consensus exists across the research sample that 

the “Butterfly” metaphor does apply to a PPS. 

Qu: Do you support this interpretation? 

ANSW: Yes. 

Question 16: Too the question: Based on your experience what do you consider the 

effects of decay are? 

You answered: The effects are that if the system decays, it is directly proportional to 

the loss of risk management.  

Participant 1; Re: A more apathetic work force, degradation may affect assets, 

personnel and the service delivery of your product. 

Participant 2; Re: Invariably it will lead to a security related incident, a degree of loss, 

then in response excessive spending, and potentially re-justification of the system itself. 

Feedback: To this question, a common theme is that security risks increase as a direct 

result of decay within a security system. Research panel one (1) supported through 

consensus that decay occurs at the component/constituent level, then degrades key 

performance indicators, reducing sub-system key performance indicators. Such decay 

ultimately affects the risk reduction aspects of the system, bearing a strategic impact on 

the organisation. 

Qu: Do you support such a view towards the effects of security decay? 

ANSW: Yes. 

Question 17: Too the question: Once decay has set in, do you think its effects, both at 

the point of manifestation and throughout the remainder of the system are reversible. 

How do you think so, or why don’ you think so? 
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You answered: Yes, absolutely. Because as soon as decay has been recognised 

(independent audit is usually required), through professional management of the 

problem the decay can be overcome.  

Participant 1; Re: Yes, but it does come down to leadership and management support 

and of course the necessary resources. You need the will to turn decay around. 

Participant 2; Re: Yes they are reversible. Whether that happens comes down to 

management structure, through maintenance review, awareness recognition, and 

preventative maintenance.   

Feedback: To this question, all panel members responded yes, providing a consensus 

within the panel that decay, both at its point of manifestation and throughout the 

remainder of the system are reversible. Such a consensus was also achieved by the pilot 

panel. However, research panel one (1) argued that it depends on what the decay is 

related to. Research panel one (1) agreed that procedural decay could be reversed and 

prevented through management, that is, ongoing monitoring and reviewing of the 

people component of the system. However, physical and technical decay can only be 

controlled/delayed through processes. Research panel one (1) agreed that all physical 

and technology components have a life cycle, where eventually they will decay beyond 

a repairable state. However, with proper maintenance, decay can be slowed and 

managed. 

Qu: Do you agree with these additional aspects relating to security decay from a 

systems perspective? 

ANSW: All points are right to a point. From an engineer’s perspective, technology has 

a finite life 8-10 years, however this is usually pushed to 12, it does vary from system to 

system. There is no reason why the system cannot be kept at the original detection 

capabilities, however these costs associated with this will rise each year. If you budget 

for about 10% of the systems costs a year it would balance out across the systems life 

cycle. With proper maintenance there is no reason why the system cannot maintain its 

design specification capabilities over its life cycle.  

My philosophy is that decay is a quantifiable factor, decay must be managed so it does 

not fall below the inbuilt redundancy level. 

Furthermore, panel member two (2), research panel one (1) stated, “decay can only be 

countered if it is understood”. 

Qu: Do you agree with this panel member’s view? 
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ANSW: Yes, once again you need to professionally manage the system in-line with the 

triangle, to do this you must understand how it works, if you don’t understand how it 

works how do you manage decay? 

Question 18: Too the question: Do you think decay can be avoided. How do you think 

the effects of decay within a security system can be avoided, or why don’t you think the 

effects of decay within a security system can be avoided. 

You answered: Absolutely, and unequivocally. It can be done (avoided) through 

professional management which looks after the technology, physical aspects and 

operational aspects. If you manage the triangle you manage the system, avoid decay, 

that is, avoid the movement below the level of inbuilt redundancy. 

Participant 1; Re: Yes, possibly. It comes down to management’s will and capacity. 

Decay is a political concern rather than a technical aspect. 

Participant 2; Re: Yes it can be avoided, through the proper management, the 

monitoring and review of the systems key performance indicators, as the key 

performance indicators tell you what is going on and wrong. In addition, through a 

system driven by clear policy. 

Feedback: To this question, all panel members responded that decay can be avoided, 

where panel member three (3) stated through professional management, focusing on 

technology, physical and operational (procedural) aspects. According to panel member 

three (3), if you manage the triangle, you manage the system, and avoid decay, that is, 

you avoid the movement below the level of inbuilt redundancy. In-line with panel 

member three’s (3) views, panel member two (2) states, “proper management, 

monitoring and reviewing the systems key performance indicators enables decay to be 

avoided, the key performance indicators tell you what is going on and wrong.  

However, research panel one (1) argued that procedural decay can be avoided, however, 

technical and physical decay can only be managed, and its effects delayed through 

proper monitored maintenance. 

QU: Do you agree with this additional information?  

ANSW: Not true, as stated, both physical and technical aspects of the system can be 

maintained at their commissioned level over time, that is over the cycle of the system. It 

can be maintained to ensure over the systems life cycle that it performs at the designed 

capabilities, for example the designed detection capabilities “Commissioned level 

performance” .  

As such, at this point, it is interpreted that a consensus exists within the panel that decay 

can be avoided through professional management, which focuses on the aspects of panel 
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member three’s (3) triangle, where by focusing on the systems performance measures 

(KPI’s) enables the professional management of the triangle, towards avoiding decay. 

Qu: Do you support this summary and interpretation that a consensus in relation to 

these aspects of security decay.   

ANSW: Yes, but I still don’t like the key performance indicator terminology as you 

could end up with a tick in the box approach, the system requires professional 

knowledge to manage the system to avoid decay. What worries me is the idea that we 

can develop a tick box solution where it is considered that the sheets provide the 

expertise not the people, especially since over time the impression will be anybody can 

manage the system using the tick box approach, and this just isn’t true.   

Question 19: Too the question: Do you believe the concept of decay has a place in the 

risk management process. If so where in the process, if not why not? 

You answered: Yes it does have a valid place, you would have to assess for decay. You 

need to able to take the security objective measures to management, to show them how 

we don’t have enough money to manage the system. The only place decay has, is that if 

you don’t manage it properly. 

Participant 1; Re: Yes, I think in the ISO 31000, the context section, decay is a risk.  

Participant 2; Re: Yes, in establishing the context. Security decay is a context, 

recognising it as a risk. Also, in the evaluation process. 

Feedback: To this question, all panel members responded yes. In addition, a theme 

developed where the majority of the research sample see that decay needs to be 

considered as a security risk. A consensus was reached by research panel one (1) that 

security decay should be considered as a “system”, considered at the design stage, 

considered against its consequences, with a view to countering it where practicable as a 

risk treatment, towards designing out decay, then continually assessed for in the monitor 

and review stage.   

Qu: Do you support this summary and finding? 

ANSW: Yes. 

Question 20: Too the question: Based on your experience, is there any facet of security 

decay which you can add to the research enquiry. This may include factors associated 

with either the cause of decay or impacts from it? 

You answered: Decay is caused because of a lack of professional management, 

security management. That is: 

• Lack of education 

• Lack of system awareness 
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• Employing the wrong people to manage it, for example ex police or ex military 

people who don’t understand the technical aspects of security, what they are 

actually managing. This goes back to the quantifiable performance measures of 

the system.  

Participant 1; Re: Security decay as a concern will be constantly driven by 

organizational culture, then the resources prioritization, coupled with the threat 

landscape. 

Participant 2; Re: Security decay is common in various forms. 

Feedback: Too this question panel members from research panel one (1) provided the 

following responses: 

Participant 3; Re: Security decay will always be managed against the level of recurrent 

funding available. 

Feedback: Too this question, panel member number three stated that security decay 

will always be managed against the level of recurrent funding available. 

Qu: Do you agree with this point? 

ANSW: No necessarily, it comes down to professional management. 

Res: When you put your capital submission forward you must, at a strategic level, 

indentify whether the system you are putting in is achievable, and you can maintain the 

system you are putting in. This recurrent funding submission is required at the design 

stage.   

Qu: Do agree with panel member three’s responses? 

ANSW: Absolutely. 


