






USE OF THESIS 

 

 

The Use of Thesis statement is not included in this version of the thesis. 



2



ABSTRACT

The IEEE 802.11 Wireless Local Area Network (WLAN), commonly known

as Wi-Fi, has emerged as a popular internet access technology and researchers

are continuously working on improvement of the quality of service (QoS) in

WLAN by proposing new and e�cient schemes. Voice and video over Inter-

net Protocol (VVoIP) applications are becoming very popular in Wi-Fi enabled

portable/handheld devices because of recent technological advancements and

lower service costs. Di�erent from normal voice and video streaming, these

applications demand symmetric throughput for the upstream and downstream.

Existing Wi-Fi standards are optimised for generic internet applications and

fail to provide symmetric throughput due to tra�c bottleneck at access points .

Performance analysis and benchmarking is an integral part of WLAN research,

and in the majority of the cases, this is done through computer simulation using

popular network simulators such as Network Simulator � 2 (NS-2) or OPNET.

While computer simulation is an excellent approach for saving time and money,

results generated from computer simulations do not always match practical ob-

servations. This is why, for proper assessment of the merits of a proposed system

in WLAN, a trial on a practical hardware platform is highly recommended and

is often a requirement. In this thesis work, with a view to address the above

mentioned challenges for facilitating VoIP and VVoIP services over Wi-Fi, two

key contributions are made: i) formulating a suitable medium access control

(MAC) protocol to address symmetric tra�c scenario and ii) �rmware devel-

opment of this newly devised MAC protocol for real WLAN hardware. The

proposed solution shows signi�cant improvements over existing standards by

supporting higher number of stations with strict QoS criteria. The proposed

hardware platform is available o�-the-shelf in the market and is a cost e�ective
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way of generating and evaluating performance results on a hardware system.
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Chapter 1

Introduction

Wireless networks have shown an explosive growth in the last two decades

and wireless local area network (WLAN) technology, commonly known as Wi-

Fi, has been the pioneer of all wireless technologies. Deployment of WLANs was

initially restricted by security requirements and lack of standards, but recent ad-

vancements in wireless technologies have overcome these limitations, which has

lead to a rapid penetration of Wi-Fi technology into the consumer and enterprise

markets. According to the Wi-Fi Alliance [1], about 200 million households use

Wi-Fi networks and there are more than 750,000 Wi-Fi hotspots worldwide.

Cellular operators are considering the proliferation of WLAN as the leading in-

terface to meet the surging mobile data usages, and standards for an integration

of cellular networks and WLAN are under development. Another communica-

tion sector that has been growing very rapidly is the voice over internet protocol

(VoIP) technology. The VoIP technology has revolutionised the voice communi-

cation and o�ers a low cost service for both domestic and international telephone

calls. Considering the growing popularity and penetration of Wi-Fi and VoIP

technologies, numerous market research �rms forecast VoIP over Wi-Fi as one of
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the biggest communication industries in the near future. This chapter includes a

brief introduction to these two technologies, challenges towards the integration

of these two technologies, and motivation behind this research work.

1.1 Wireless Network

A wireless network exchanges information without wires between two or more

networking capable computers or other devices through radio waves. There are

a variety of instruments available which use di�erent approaches to wirelessly

exchange the network data using radio waves. Mobile networks, wireless wide

area network (WWAN), wireless metropolitan area network (WMAN), wireless

mesh network and wireless local area network (WLAN) are the commonly im-

plemented topologies of wireless network. Mobile networks now-a-days support

3.5G telecommunications standards and routinely carry internet data, video,

and mobile TV data in addition to the voice conversations [2]. WWAN covers

large areas with the help of multiple access points making point-to-point com-

munications. These networks are used to connect remote o�ces of a business

or a public internet system. WMAN are typically used to connect a city or

large campus with the help of multiple local area networks (LANs). WiMAX is

an example of WMAN which is de�ned in the IEEE 802.16 standard. WLAN

provides data connectivity to a computer or other capable device with an access

point (AP) for the access of internet services and sharing of content. The IEEE

802.11 standard de�nes guidelines for both AP and the clients to make these

devices plug-and-play in any WLAN system. WLANs are easy to set-up and

maintain and enable both technical and non-technical users to connect with the

internet world. We can imagine that the time is not far away when all corners

of a city will be covered by Wi-Fi connectivity. WLAN technology for internet

access is rapidly spreading, and due to an increasing popularity, it is being im-
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plemented in most consumer electronics instruments e.g. mobile phones, TVs,

laptops, gaming devices, printers, and CCTVs . As these devices support mul-

timedia applications, the user expects the Wi-Fi to deliver this extra load of

multimedia tra�c along legacy text based data. The user also expects a seam-

less and fast connectivity in the Wi-Fi network as in a wired network, which

leads to various technical challenges. Section 1.3 discusses the key challenges in

WLAN and various proposed solutions.

1.2 Growth of Multimedia Tra�c in WLAN

The internet tra�c pattern has been signi�cantly changed from text based to

heavy multimedia tra�c [3], and the number of users are also multiplying every

year. It is evident that the growth of internet tra�c is heavily dominated by an

increase in video data. A research conducted by Cisco, Cisco Visual Forecast

2010-2015 [4], found that one million minutes of video per second would be

transmitted by 2015. This report states that - �Global advanced video tra�c,

including three-dimensional (3-D) and high-de�nition TV (HDTV), is projected

to increase 14 times between 2010 and 2015. Business IP video conferencing is

projected to grow sixfold over the forecast period, growing more than two times as

fast as overall business IP tra�c, at a compounded annual growth rate (CAGR)

of 41 percent from 2010 to 2015 �. Applications like YouTube, Skype video

telephony, internet protocol TV (IPTV), video surveillance and smartphones

are few to be named as the key contributors towards IP multimedia tra�c.

VoIP and VVoIP communication tra�c is continuously growing even on low

bandwidth networks like WLAN because of technological advancements in voice

and video compression technology as well as low operational costs. Moreover,

the IP communication is rapidly increasing both in home gateways and business

environments. Skype is becoming very popular as a tool to facilitate IP voice
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Figure 1.1: A typical video IP telephony application scenario

and video calls over smartphones, computers and TV [5]. Skype had an average

of 124 million connected users per month in the second quarter of 2010 and

Skype subscribers made 95 billion minutes of voice and video calls in the �rst

half of 2010, approximately 40% of which was video [6]. A survey done by IDC

[7] predicts that there will be close to half a billion personal IP communication

subscribers with more than $5 billion annual spending in 2012. A typical video

IP telephony scenario where multiple clients are connected with an access point

is depicted in Fig. 1.1. Considering the huge IP communication market volume

and the fact that more than 50% of communications is now becoming wireless

[7], new strategies and tools should be developed to meet the challenges and
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maintain the high QoS in a WLAN environment.

1.3 WLAN Challenges

WLAN is a widely used technology in communication networks for numerous

applications such as internet access, data transfer, content sharing servers, IP

telephony and video surveillance. Wireless technology is rapidly becoming a pre-

ferred mode of data transfer due to its support for high mobility, less deployment

time and lower cost. Access through wireless medium, however, o�ers a range of

research challenges. For example, it can cause a high percentage of packet colli-

sions, and high packet delay variation [8]. The performance of WLAN systems

primarily depends upon the RF characteristics and the channel access scheme.

In the last decade, WLAN technologies have made tremendous progress and the

IEEE 802.11 committee has made commendable achievements while enhanc-

ing the RF performance and developing the IEEE 802.11n standard capable of

providing dramatically increased throughput. The IEEE 802.11n amendment

recommends many enhancements like Multiple-Input-Multiple-Output (MIMO)

antenna con�gurations, orthogonal frequency division multiplexing (OFDM)

modulation technique and wider channels that improve the throughput, RF cov-

erage and overall reliability. The channel access scheme described as medium

access control (MAC) layer in the IEEE 802.11 standard is a signi�cant attribute

of performance criteria, which de�nes the admission control policy, scheduling

and the overheads. The MAC protocol decides the time of network data delivery

to the radio module of WLAN card and hence, plays an important role in QoS

provisioning of the wireless network where the channel bandwidth is limited.

The IEEE 802.11 WLAN standard for MAC [9] recommends several schemes

for channel access in the Wi-Fi enabled devices. The IEEE 802.11 distributed

coordination function (DCF) can not provide QoS to real-time tra�c like voice
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and video because of a �xed contention window (CW) for all tra�c categories.

Whereas, the IEEE 802.11e recommends guidelines to provide QoS to the mul-

timedia tra�c by providing it a higher priority than the text based data or

the background data that is given a lower priority. The IEEE 802.11e de-

�nes methodologies to achieve QoS using enhanced distributed channel access

(EDCA) function and hybrid coordinated channel access (HCCA) function.

Among these, EDCA is mostly implemented in WLAN systems to provide

prioritised channel access by dividing data into four access categories: voice

(AC_VO), video (AC_VI), background (AC_BK) and best e�ort (AC_BE).

However, in terms of QoS for symmetric data, experiments [10] show that the

EDCA scheme can not provide enough bandwidth for downstream tra�c, hence

a true symmetric QoS can not be achieved. The e�ciency of a MAC protocol

depends upon the number of clients, and tra�c pattern in the upstream and

downstream directions. Whereas, the traditional technologies are becoming in-

e�ective because of recent big shift in network tra�c patterns. In this work, we

have developed a polling-based MAC scheduler which works on tra�c symme-

try pattern, and controls the upstream and downstream transmission intervals.

This new MAC considers the maximum end-to-end delay limit for the multime-

dia packet delivery and provides a polling cycle that can meet the pledged QoS

for its clients. The other related theories that focus on the improvement of the

MAC protocol have been discussed in Chapter 2.

1.4 Research Objectives

As discussed above, VVoIP applications and video streaming is going to

signi�cantly contribute to network IP tra�c in the next decade. The band-

width requirements for the upstream and downstream tra�c have been changed

with the convergence of data, voice and video over IP. For example, video

21



telephony requires equal bandwidths for the upstream and downstream tra�c,

however, IPTV applications have more downstream tra�c than the upstream,

whereas, applications such as music and content sharing servers have greater up-

stream bandwidth requirements than the downstream. Therefore, a real-time

co-ordination is required for better resource management as per the applica-

tion's tra�c demand and to avoid collisions among wireless stations operating

in the same service area. This work focuses on the development of a new MAC

protocol which addresses the channel access challenges due to VVoIP tra�c in

the WLANs. The new MAC achieves a better performance than the traditional

MAC schemes by minimising packet collisions and the transmission overheads.

WLAN research is primarily driven by researchers in academia and many

small research centres. Due to the limited support for practical communica-

tion infrastructures, the researchers mostly use computer simulations as tools

to build, evaluate and verify their proposed performance enhancement schemes.

The behavior and characteristics of the new models can be predicted with sim-

ulators in a controlled environment, which is governed by numerous stochastic

models [11, 12, 13]. The choice of a �xed set of stochastic models that depicts the

most realistic scenario is a largely debated topic. For example, random numbers

used in simulations are generated by computers, since a computer is a determin-

istic system, it often fall short to produce true random numbers [14, 15]. The

computer follows a set of instructions that does not change, or uses constantly

changing parameters, such as the time, in order to generate random numbers.

Thus, according to many researchers, true random phenomenon of a system can

not be modeled by a computer. For practical implementations and commercial-

isation, providing a proof-of-concept on a real hardware platform is essential.

The process of selecting the right hardware is not trivial and researchers need

to carefully consider numerous attributes such as the cost, availability of open

22



source code, maturity of hardware, integrated development environment (IDE)

and time for development. It can be noted that most commercially available

hardware does not provide access to source code of the lower layers, especially

MAC and physical layer (PHY). Currently, two hardware platforms are pri-

marily used for WLAN research: i) wireless open access research platform for

networks (WARPnet) developed by Rice university [16], and ii) CalRADIO1

[17]. Details of these two platforms are discussed in Section 2.2. CalRADIO1

is a very basic prototype design and not suitable for implementing advanced

MAC techniques. In comparison, WARPnet is an e�cient platform for WLAN

research, but it is very expensive and often not a�ordable for implementing a

WLAN scenario that includes numerous nodes. These reasons motivated this

work to conduct a research on cost e�ective platforms and solutions that can

be used for implementing and testing of advanced MAC protocols in a WLAN.

1.5 Research Contributions

The contributions of this thesis are in two key areas: development of an

e�cient MAC protocol for VVoIP applications, and the development of an em-

bedded platform for MAC protocol validation. Each of these are described

below.

1.5.1 Development of an E�cient MAC Protocol for VVoIP

Applications

In this work, we propose a point-coordinated round-robin MAC scheduler

with a better designed service interval cycle (i.e. polling cycle) after taking into

account International Telecommunication Union (ITU-T) recommendations and

the symmetric nature of VVoIP tra�c. This new MAC scheduler has been
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named as TI-MAC (Tra�c Intelligent - MAC). Chapter 3 describes the TI-

MAC protocol in detail with an example. The proposed algorithm provides

better synchronisation between AP and stations (STAs), deterministic IP packet

transfer delay (IPTD) and very low IP packet delay variation (IPDV), commonly

known as jitter. The proposed algorithm has been implemented using the 802.11

packet formats, and embedded in Atheros chipset based hardware. The IEEE

802.11e EDCA is the usual QoS scheme in commercial routers. Thus, we have

undertaken a performance comparison against the IEEE 802.11e EDCA on the

same hardware platform.

1.5.2 Development of an Embedded Platform for MAC

Protocol Validation

This work presents an Atheros SoC based hardware platform embedded with

�rmware built from an open source Linux software stack, and the related testbed

environment. The hardware is easily available in the retail market, and provides

a convenient way to build a link with a Host-PC for programming and debugging

purposes. The complete source code for various networking layers is available

from OpenWRT website [18]. We have used the Atheros's �ath9k� device driver

module [19], which is available as Open Source in Linux distribution, to imple-

ment the TI-MAC algorithm and to demonstrate the capabilities of the proposed

hardware platform. The �ath9k� device driver comes with the IEEE 802.11e

EDCA compliant QoS implementation. Therefore, this platform is also suit-

able for comparing the performance of newly developed MAC protocols against

the 802.11e EDCA. This hardware platform and the related embedded software

development is described in Chapter 4.
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1.6 Thesis Structure

Chapter 1 Introduction Describes the growth of multimedia tra�c inWLANs,

motivation behind this research, the contributions to this research, and the

structure of this thesis.

Chapter 2 Background and Literature Review Presents an overview of

literature review. This chapter discusses the IEEE 802.11 WLAN standard and

the various channel access schemes e.g. DCF, PCF, EDCA and HCCA. This

chapter also discusses about the hardware platforms available for the imple-

mentation and evaluation of new MAC protocols. This chapter �nishes with an

introduction to real-time IP tra�c attributes.

Chapter 3 Tra�c Intelligent MAC (TI-MAC) Describes the proposed

MAC scheduler for real-time applications. This chapter discusses the motivation

behind TI-MAC and its functional speci�cations. This chapter also presents the

admission control policy of TI-MAC which is followed by an example of Skype

video telephony.

Chapter 4 Netgear Hardware and TI-MAC Firmware Development

Presents an o�-the-shelf available WLAN router manufactured by Netgear and a

Linux distribution, called OpenWRT. This chapter describes the internal hard-

ware details of this router followed by various steps to set-up an OpenWRT

based embedded platform for the �rmware development and debugging. This

chapter also describes network architecture implemented in OpenWRT stack

and the functional �ow in the path of packet transmission and reception. The

source code of TI-MAC scheduler is presented in appendix A.
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Chapter 5 Test Set-up and Characterisation Presents the testbed set-up

for TI-MAC performance evaluation. This chapter describes two test scenarios

for video IP telephony at image resolutions: i) 128×96, and ii) 352×288. This

chapter also presents various graphs, which show the results achieved with TI-

MAC and the IEEE 802.11 EDCA. This is followed by a result analysis for both

test scenarios.

Chapter 6 Conclusion and Future Works Presents a summary of the con-

tributions of this work, related literature, test scenarios and results, and suggests

ideas for future work.
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Chapter 2

Background and Literature

Review

As discussed in Chapter 1, WLANs are gaining popularity both in home and

business environments. The IEEE 802 standard committee de�nes the recom-

mendations for the WLAN systems to make various devices compatible with

each other and released the �rst WLAN standard in 1997 as the IEEE 802.11.

This standard incorporates the guidelines for WLAN device manufacturers for

the implementation of the MAC and PHY protocols. The committee in the

subsequent years released various amendments such as the IEEE 802.11/a/b/g

to support higher data rates and OFDM for better reception. The initial stan-

dards did not focus on the QoS for multimedia applications which are sensitive

to real-time attributes such as delay and jitter. In 2005, the IEEE 802.11e

amendments were approved by the committee to provide an enhanced QoS for

the real-time multimedia tra�c. This chapter discusses various MAC schemes

in the IEEE 802.11 standards and other related works that have been done to

improve the QoS experience for multimedia tra�c. This chapter also discusses
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available hardware options for the WLAN research and their limitations.

2.1 Background Study of MAC Related Work

The IEEE 802.11 is commonly adopted MAC and PHY standard in Wi-Fi com-

mercial systems. DCF, PCF, EDCA and HCCA are the various MAC protocols

de�ned in this standard. This section presents an overview on functional speci-

�cations of the these protocols and their QoS performance. A point-coordinated

channel access scheme named wireless token network (WTN) proposed by Cen-

tre For Communications and Engineering Research (CCER), Edith Cowan Uni-

versity (ECU) has also been discussed here [20]. This is followed by a discussion

on other related work published by various researchers.

2.1.1 The IEEE 802.11 WLAN Standard

The IEEE 802.11 standard [9] de�nes MAC and PHY speci�cations for wireless

connectivity for �xed, portable and moving stations (STA) in a service area.

Speci�cally, this standard:

� describes the functions and services required by the IEEE 802.11 compliant

devices to operate in ad-hoc and infrastructure networks.

� de�nes the MAC protocol to support the asynchronous MAC service data

units (MSDU) delivery services.

� de�nes several PHY signaling techniques and interface functions controlled

by the IEEE 802.11 MAC.
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Figure 2.1: The IEEE 802.11 system architecture

� de�nes the requirements and procedures for data con�dentiality in wireless

medium.

The IEEE 802.11 standard committee de�nes the MAC functions that are based

upon CSMA/CA (Carrier Sensing Multiple Access / Collision Avoidance). Each

data-frame transmitted by a STA can be acknowledged by an acknowledgment

(ACK) packet from the recipient. `No ACK' is considered as packet undelivered

and must be retransmitted by the source STA. The collision avoidance is pri-

marily achieved by physical channel sensing, inter-frame spacing and a random

back-o� contention window (CW). There is also a provision of request to send

(RTS) and clear to send (CTS) frames which can be used to avoid collisions

from hidden STAs. The IEEE 802.11 did not de�ne any guidelines to achieve

QoS until the emergence of the IEEE 802.11e draft. A typical IEEE 802.11

system elements are shown in Fig. 2.1 [9].

The key elements in an 802.11 network are as follows:
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Station (STA): Any device that contains the IEEE 802.11 compliant MAC

and PHY interface to the wireless medium (WM).

Access Point (AP): Any entity that has STA functionality and provides

access to the distribution services, via the wireless medium (WM) for associated

STAs.

Basic Service Set (BSS): A set of STAs that have successfully synchro-

nised with an access point. Two or more BSS are connected via a wired network

through access points.

Distribution System Service (DSS): The set of services provided by the

distribution system (DS) that enable the MAC to transport MSDUs between

the STAs that are not in direct communication with each other over a single

instance of the WM. These services include: i) transport of MSDUs between the

access points (APs) of basic service sets (BSSs) within an extended service set

(ESS), ii) transport of MSDUs between portals and BSSs within an ESS, and iii)

transport of MSDUs between STAs in the same BSS in cases where the MSDU

has a multicast or broadcast destination address or where the destination is an

individual address and the STA is associated with an AP.

Extended Service Set (ESS): A set of one or more interconnected basic

service sets (BSSs) that appears as a single BSS to the logical link control (LLC)

layer at any STA associated with one of those BSSs.

2.1.2 Quality of service (QoS) in WLAN

The guaranteed QoS speci�cations [21] were drafted by Internet Engineer-

ing Task Force (IETF) in September, 1997. This speci�cation describes the

network element behaviour required to deliver a guaranteed service e.g. guaran-

teed delay and bandwidth in the internet. Guaranteed service provides �rm and
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mathematically provable bounds on end-to-end datagram queuing delays. This

service makes it possible to provide a service that guarantees both delay and

bandwidth. There are primarily two types of delay in packet transmission: i) a

�xed delay (e.g. transmission delays), and ii) a queuing delay. The �xed delay

is a property of the chosen path, which is determined not by guaranteed service,

but by the routing mechanism. Only queuing delay, which generally results in

jitter, is determined by guaranteed service. Guaranteed service guarantees that

datagrams arrive within the guaranteed delivery time and are not discarded due

to queue over�ows, provided that the tra�c stays within its pledged tra�c pa-

rameters. This service is intended for applications which need a �rm guarantee

that a datagram arrives no later than a certain time after it was transmitted

by its source. For example, the audio and video "play-back" applications are

intolerant of any datagram arriving after their play-back time. Applications

that have hard real-time requirements also require guaranteed service.

QoS provisioning is a very challenging task in WLAN systems. Packet colli-

sions, delay and jitter are the key areas to be addressed in a WLAN system [22].

Initial development of the IEEE 802.11 does not consider much about guaran-

teed QoS for throughput and delay sensitive multimedia applications. The IEEE

802.11 de�nes two MAC functions: i) DCF (Distributed Coordinated Function)

and ii) PCF (Point Coordinated Function). The PCF is seldom implemented

because of high complexity and lack of robustness [23]. In addition, it may

result in poor performance as demonstrated in [24, 25]. Presently, the IEEE

802.11e working group is working on delivering guaranteed QoS for real-time

applications.
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2.1.3 Distributed Coordinated Function (DCF) in IEEE

802.11 and QoS Performance

In DCF, all STAs wait for a common DCF Inter-frame Space (DIFS) period

once the channel is sensed idle by the network hardware. STAs further wait

for a random back-o� period slot in the interval [0, CW ]. The random back-o�

slot is used to avoid a potential possibility of con�icts among the STAs sensing

the channel and ready to send data after DIFS at the same time. The range

of random function which calculates the random back-o� time is same for all

STAs and all tra�c categories. In this model, the probability of having the

same random number and hence collision, increases with an increase in number

of STAs. Moreover, all types of tra�c are hosted equally and queued in a single

queue. The real-time data has to wait for the clearance of the front queue data

before being sent over-the-air, and at some occasions may have to wait for a

longer time than the accepted upper bound of delivery time. Thus, the DCF is

highly unsuitable for video IP telephony applications where the clients and the

access point continuously send data due to higher data rate requirements. Fig.

2.2 [9] shows a typical timing cycle in 802.11 DCF medium access mechanism.

2.1.4 The IEEE 802.11e Standard for QoS

The IEEE 802.11e [9] standard de�nes a mechanism for QoS provisioning in

WLAN systems which was not addressed in the IEEE 802.11. It provides two

access control functions to support QoS: i) Hybrid Coordination Function (HCF)

Channel Access (HCCA) for controlled access, and ii) Enhanced Distributed

Channel Access (EDCA) for distributed access.
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Figure 2.2: DCF timing cycle diagram

2.1.4.1 Hybrid Coordination Function (HCF) Channel Access (HCCA)

HCCA [26] in the IEEE 802.11e is a medium access method that is de-

signed to provide hard and parametrised QoS guarantee for critical applications.

HCCA works on the concept of bandwidth reservation for the stations and is

controlled by a hybrid coordinator (HC). The IEEE 802.11e HCCA introduces

a concept of Tra�c Stream (TS), where TS is a set of MAC protocol data units

(MPDUs) to be delivered subject to QoS parameters in a tra�c speci�cations

(TSPEC). A non-access point (non-AP) STA based on its TSPEC requirements

requests the HC for TXOPs , both for its own transmissions as well as for trans-

missions from the AP to itself. The HC, which is collocated at the AP, either

accepts or rejects the request based on an admission control policy. If the re-

quest is accepted, the HC schedules TXOPs for both the AP and the non-AP

STA. A STA can request for maximum eight TSs with AP. All of these TSs are

serviced by TXOPs at a �xed scheduled service interval (SI). The IEEE 802.11e

HCCA only provides recommendations rather than a compliance standard, and
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hence, due to non-availability of any industry standard HCCA scheduler, HCCA

is not widely implemented in wireless LAN systems.

2.1.4.2 Enhanced Distributed Channel Access (EDCA)

EDCA of the IEEE 802.11e de�nes a mechanism for channel access based

on tra�c category. As per this mechanism, the tra�c is divided into four

categories with di�erent priorities: i) Background (AC_BK, Lowest priority),

ii) Best E�ort (AC_BE), iii) Video (AC_VI), and iv) Voice (AC_VO, Highest

Priority). The di�erentiation of services to each tra�c category is achieved by

the following parameters:

� amount of time a STA senses the channel to be idle before backo� or

transmission.

� the length of the contention window to be used for the backo�.

� the duration a STA may transmit after it acquires the channel.

EDCA resolves the problem of contentions among di�erent tra�c inside the

station queues. However, if all the STAs have tra�c of equal priority in their

transmit queues and want channel access, wireless channel contention becomes

similar to DCF. This leads to obvious problems of DCF, e.g. packet collisions,

random packet transfer delay and jitter. Moreover, EDCA is not a viable so-

lution for symmetric tra�c. Authors in [10] show that the upstream tra�c is

served well in EDCA, but the downstream throughput is not su�cient for good

quality video. This work also observed the same behavior in the hardware test

set-up based evaluation. Therefore, a true QoS can not be delivered by EDCA.
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2.1.5 Wireless Token Network (WTN)

Wireless Token Network [10], [20] is a point coordinated Medium Access

Control protocol proposed by Wyatt et al at CCER, ECU. WTN is a time

division multiplexed (TDM) token passing network with an admission control

mechanism. Due to the TDM nature of the upstream and downstream tra�c

at the AP, WTN provides a dedicated window of network access time to the

AP's tra�c (i.e. downstream). The network is centralised with all management

functions residing and running in the AP. A client can not send the MSDU

unless it holds a valid token, thus removing the possibility of collisions.

However, WTN has the following limitations:

� The timing cycle considered for evaluation has a duration of 130 ms, which

leaves very little room for end-to-end delay [27].

� There is no mechanism for token recovery. In the case of a token being

lost, the whole TXOP will be missed for the respective client.

� The downstream time reserved in the polling cycle is roughly twice the

upstream time, whereas, the total data for the upstream and downstream

is nearly the same. It shows a lack of synchronisation between the AP and

STAs.

This work has considered WTN a reference model and provided the improve-

ments over WTN after careful considerations of the above mentioned limitations.
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2.1.6 Other Related MAC Works

Symmetric real-time data applications over WLAN have not been adequately

studied and evaluated. Some techniques have been proposed to improve the QoS

for VoIP applications in WLANs. Authors in [28], [29], [30], [31], [32], [33] pro-

posed various schemes to resolve VoIP issues for voice telephony, but none of

them addressed the issues arising from the symmetric nature of VoIP tra�c. In

video IP telephony, the problem is di�erent because it demands more bandwidth

and has symmetric tra�c, which makes the scenario more complex. In [34], au-

thors evaluated a video conferencing scenario over the IEEE 802.11g using DCF

and EDCA, but did not propose any enhancement. Authors in [35, 36], [37],

[38], [39], [40] proposed various schemes to support voice and video over WLAN

but for one-way streaming only. In [41], Bejerano et al. solve the problem of

downstream tra�c bottlenecks in AP by decreasing CWmin, but they assumed a

video streaming scenario and ignored the upstream tra�c. In [42], authors pro-

posed an adaptive polling scheme to allocate transmission opportunity (TXOP)

periods to upstream tra�c, but for downstream tra�c, EDCA is used, which

does not provide an acceptable QoS experience for receiving stations.

In [43], authors clearly de�ned a symmetric voice and video scenario, and

they proposed a scheme where video quality su�ered while serving voice. They

temporarily assigned a higher priority to the AP to resolve the downstream

tra�c bottlenecks in access category-3 (AC3). By assigning a higher priority to

downstream tra�c, the upstream tra�c is virtually treated as best-e�ort tra�c.

This approach leads to tra�c congestion and more packet collisions during the

upstream transmission. IPDV is an another bottleneck with this approach which

is inherent in EDCA.

Further, the spectralink voice priority (SVP) protocol [44], developed by

Spectralink, gives exceptionally stable connections [10] in the upstream direc-

36


