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ABSTRACT

Five principles of skill acquisition are presentealsed on a review of research on human learning and
expertise. Essentially these principles state haictice leads to faster and more efficient uses of
knowledge. This enables faster performance andtseisuless demand on mental resources. In tursethe
outcomes enable higher level behaviours to be atean Ultimately skills are developed through
refinement of many component processes. A theotheimind is proposed that borrows from theories of
complex adaptive systems. In this theory, the nisncbnceived of as consisting of agents that coenfoat
resources associated with processing informatibie. ature of this competition is similar to thasetved

in physical and biological systems in that agentvigse or disappear depending on their usefuln€bis
theory is shown to be capable of explaining the fivinciples of skill acquisition, without thesdrmiples
being explicitly built into the theory. Implicatisrfor other theories of skill acquisition are caolesed.

Keywords: Skill Acquisition; Complex Systems; Cognition, Mindental Resources, Biological Systems

1. INTRODUCTION we show that such a theory can account for the five

] . principles of learning and importantly, without lling
In t_he field of _(_Zognltlve Psychol_ogy most  ihose principles into the theory.
explanations of cognitive phenomena involve the

proposal of systems without any consideration foe t 1.1. Principles of Skill Acquisition

origins of these systems. We consider this to pohlem ~ 1.2.Principle 1: Practice Leads to Faster

for the field because such attempts at explanatiansbe Performance

considered to be merely re-descriptions of the pimema. Principle 1 is the most obvious feature of leagnin

An obvious solution to this problem, then, is ttié When something has been learned from a previous

origins of systems should always be considerediand experience and it can be utilised at some later embrim

the case of human cognition, we suggest that Ie@ri time, performance at that later moment is typicédister

should play a central role in the development of than previous performance. This principle appliesi

cognitive systems. This paper represents a progosal aspects of behaviour, not just overt behaviour sagh

how a complex systems approach can provide an Btcou performance of a task. For instance recognition of

for how humans learn and how cognition can developexperiences as familiar is faster as the number of

through experience with the world. recognition attempts increases (Pirolli and Anderso
The paper is divided into several sections. In the1985). Perception of objects is faster with inceeas

first section we describe five principles of leagithat experience (Crovitzet al., 1981). It is probably not

we have identified from research into human skill unreasonable to suspect that this principle refladbasic

acquisition. We then propose a theory of how thadmi  characteristic of neural functioning (Altmanet al.,

develops-the Component Theory of Skill Acquisition- 2004; Barnes, 1979; Bolger and Schneider, 2002).

that adopts complex systems principles proposed by A common explanation for the effect that practies

Halloy (1998) and Halloy and Whigham (2004). Fipall on the speed of performance is that practice leafsster,
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more reliable activation of knowledge structurdsseffect
of practice is often referred to as strengthenirtpéories of
skill acquisition and memory (Anderson, 1982). Tisats
access to an item in memory increases, the reje¢isens
in some way strengthened, which means that it besom
easier to access (i.e., access is faster and ei@ble) and
more resistant to forgetting (Anderson, 1983; Rirohd
Anderson, 1985). So, another version of Principle that
practice leads to strengthened knowledge structWasn
performance relies on access to memory represargathe
greater the strength of those representationdagter will
be the performance.

An important feature of the way in which
performance speed improves with learning is thas it
negatively  accelerated. That s,
improvements are typically dramatic early in preeti
and taper off as practice increases until some p&tm

(Anderson, 1982; Anderson and Lebiere, 1998),
improvement in processing is a result of practezing

to a reduction in the number of processing stepsutih
either deleting unnecessary processing steps or
collapsing a number of simple processing steps into
fewer more complicated processing steps that hase t
same effect as the original steps. The proponentiseo
SOAR theory (Newell, 1990) make similar claims.
According to the Instance theory (Logan, 1988), the
efficiency of processing is improved by moving fram
situation where processing steps are executedsgrial
manner to another situation where stimulus cormatio
trigger the appropriate response without any irgeing
deliberation. In other words, where people may

performance originally engage in a process of generating atssiutto

a problem, eventually with practice, when the same
problem is presented the appropriate solutiontrgeresd

is reached. There is a great deal of debate a®eo t directly from memory.

particular mathematical function that best descritigs
pattern of improvement. For instance, many peolalienc

Although the various theories propose different
means by which practice leads to more efficient

that learning curves are best described by powerprocessing, all of the theories lead to the same

functions-the so-called power law of practice (Arsda,

prediction: With sufficient practice of a task whethe

1982; Logan, 1988; Newell and Rosenbloom, 1981).stimulus-response relationship is consistent, pevdmce
Others suggest that exponential functions provide awill eventually reach the stage where perceptionaof

better description of learning curves (Heathcetal.,
2000; Josephst al., 1996; Rosenbloom and Newell,
1987). There are even suggestions that learningesur

known stimulus will trigger an automatic response. (
seeing “3 x 4 = ?” will automatically lead to a pesse
of “12"). It is clear that moving from a situatiomhere

represent summaries of several component learningeveral processing steps are required before anssps

curves that each vary in their form (Heathceteal.,
2000). For our current purposes it is not importahich
function provides the best description of a leagnin
curve. Only the negatively accelerated featureeafring
curves is crucial for our argument.

1.3. Principle 2: Practice Leads to Efficiencies in
Knowledge Access

generated to a situation where a stimulus invokes a
response automatically will result in consideratdeings

in the amount of time to perform the task. But fhiiscess
does not only save time. One view of the resulthes
process is that people are able to make use of
consistencies in the world to set up short cuthénways

in which they deal with the world. A problem andddlits
associated stimuli, goals and processing stepssageto

According to Principle 1, practice leads to faster lead to a response, can be represented mentally in

performance. As mentioned above, one of the redsons
this is that repeated access to memory represemgati
strengthens these representations and this faedita
further access, which in turn facilitates perforecamhat
relies on this access. Another reason why prattiads

compressed form, much like a shorthand versionadra.
Research on expertise is full of examples wheee th
acquisition of expert knowledge is accompanied by a
change in the way the domain of expertise is peecki
Experts perceive particular configurations of stintike

to improved performance speed is what we identfy a most people recognise words. That is, the configama

Principle 2: When people practice a task, the way i
which they perform the task changes. Typically picac
leads to a more efficient form of processing. Tdam in
efficiency can be characterised as a move fromnnegi

are recognised automatically as meaningful and
depending on the goal of processing, may be retewan
decisions about appropriate responses. In contrast,
novices behave like someone who is learning to esat

level performance, which involves some deliberation is just able to recognise that certain visual pasi€e.g.,
about what responses are required, to mastery leveletters and letter combinations) are relevant ts thsk.

performance, which is marked by immediate recogniti
of a situation and knowing the appropriate respgnse

That is, novices are typically barely able to ratsg as
relevant components of those configurations thapees

There are a number of different theories as to howautomatically appreciate as a whole. The clearest
practice leads to this sort of improvement in the example of this feature of expertise comes from the

efficiency of processing. According to the ACT thgo

////4 Science Publications 2

domain of chess. A common memory task that is tsed
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examine expertise differences in chess
presenting people with a chess board and a coatigar
of pieces that corresponds to some point in thedlaidf

involvesyears of experience in a domain and years of mecti

performing particular tasks, certain configuratioas
stimuli automatically trigger responses and these

a game. Exposure to this configuration is usually responses could be in the form of actions, decision

restricted to a few seconds. The board is thenreovep
and the subject’s task is to reproduce the conrditdom

on another board. Accuracy in this task is a direct

reflection of chess expertise. Novices can typycall
reproduce 33% of a configuration.
intermediate standard can reproduce 49% and plajers

Players of an

thoughts, or production of a label. Thus the autiona
response to a stimulus configuration is a large
component of expert performance. That this feature
appears to be a characteristic of all areas of régpe
illustrates the pervasiveness of Principle 2.

the Grand Master level can reproduce 81% (Chase and.4. Principle 3: Learning Leads to Less Demand

Simon, 1973). Importantly, these differences inuaacy

are not observed when players are presented with

random configurations of pieces. The usual explanat
for these results is that, as players gain expertisey
learn to associate certain configurations of pieséh
the state of the game. For instance, there arekatta
configurations that pose danger for the opposition’
gueen and there are defence configurations desitmed
protect the king. So, the acquisition of chess siqeeis
associated with the ability to automatically recagn
particular meaningful configurations of chess pgece
Evidence for this view comes from the fact that whe
players are observed attempting to reproduce midega

configurations in the memory task, novices tend to

position pieces in groups that typically are ralata
superficial ways, such as they all appeared instmee
region of the board, or they all had the same colbu
contrast, chess masters positioned pieces in grihgis
corresponded to meaningful configurations (e.dacé,
defence). These configurations were not restridted

on Working Memory

The combination of Principles 1 and 2 can be
considered as comprising a third principle. Thditgktio
recognise groups of stimuli as meaningful and tosdo
automatically, results in a freeing up of mentalorces.
In particular, working memory is often describechatg
limited in capacity such that it can only hold atam
number of items at any time (e.g., 7 £ 2 items &diog to
Miller, 1956). Principle 3 states that learninglwehd to a
situation whereby this capacity limit can be cirmemted.
For example, if an English speaker is presenteeflipri
with the following set of letters:

uremfolta

and then asked to recall them, they might havecdity
remembering all of the letters, particularly in tewrect
order. If the letters were rearranged, howevenq thie
following order:

pieces of the same colour or the same region of the

board but would involve pieces of both colours that

formulate

may have been positioned some distance from each
other. Thus chess experts appear to be “reading” amemory for the set of letters is likely to be faona

chessboard in terms of groups of pieces that coores$

accurate. With the first set of letters, there aipe

to meaningful configurations-indeed they may even separate pieces of information, a number that may

have names for these configurations (e.g., “TheZdim
Indian Defence”, “The King’s Gambit” and “The Giuco
Piano- see Kasparov, 1985).

Many other domains (e.g., viewing X-Ray slides of
the human body: Lesgokt al., 1988; physics problems:
Larkin, 1983; photographs of basketball games: rdlla
and Burnett, 1985; memory for plays in sport: Adland

exceed most people’s working memory capacity. i th
second set, however, because we recognise theslatte
together forming a word, the nine pieces of infaiora
can be processed as one piece of information. ik th
way, working memory will only contain one piece of
information-a pointer to an item in our long term
memory for words-which means that working memory

Stakes, 1991) reveal the same sorts of perceptualill have spare capacity for any other informattbat is

differences between experts and novices. Such ndsea

to be held there. Presumably, then, another ssomets

on expertise has a number of features in commonuof letters that are similarly arranged into wordsild be

‘ i

Experts ‘see’ things differently to novices. This
difference in perception appears to be relatedh® t
ability to identify configurations of stimuli as
representing meaningful wholes rather than as gradip
individual stimuli. These configurations are meafiin
because they are related to the purpose of thegsog
they perform in their domain of expertise. Thatafter

////4 Science Publications 3

held in working memory without seriously affectitige
ability to recall them. In this way we could congsbly
recall 63 letters or more (i.e., 7 words at 9 lstteach)
without too much trouble. Thus, we are able to made
of our knowledge of words to apparently circumvie
normal capacity limits on working memory. This
phenomenon is often referred to as ‘chunking’ ie th
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memory literature (Baddeley, 1990; Miller, 1956). | considerably more working memory capacity available
refers to the ability to interpret information in for other forms of processing than is the case with
meaningful chunks and it is the chunks that makéhep novice. As a result, the expert is capable of afgre
limited number of items of information that can toeld level of complexity in their behaviour than the o

in working memory. This phenomenon we label as Principle 4.

According to Principle 3, then, learning within a o ] .
particular domain often leads to the ability to 1.5.Principle 4: As Expertise Increases, Fewer

automatically process information in that domain in Mental Resources are Required to Perform a
ways that result in fewer demands on working memory Particular Task, Enabling the Development

An everyday example of this principle in operatisithe of a Hierarchy Of Skills

use of acronyms, such as ASIO, CIA, STM and RAM. ' . : o
Acronyms represent small sets of letters that spoed The first three principles, taken in combination,
to the first letter of each word in a set of wolds., characterise learning as leading to a situationrethe

more and more of the knowledge that underlies
performance can be retrieved faster and more iglab
expertise increases. As a result an expert has more
knowledge at their mental fingertips that can beeased
quicker than the novice. Furthermore, this incrdase
accessibility of expert knowledge frees up mental
resources for other forms of processing. Certathig
characterisation of the attainment of expertisechmes

the common experience that when embarking on a new
task (e.g., driving a car) we can often feel so
overwhelmed by the various elements of the task tha
require our attention that we feel as if we carthmtthe
task at all. Eventually, though, with increased
experience, the task seems to get easier. Thagasi

ASIO for Australian Security Intelligence Organisa).
Thus a smaller number of letters can be used iceptd
a larger set. After sufficient experience with @noaym,
the acronym can take on the meaning of the setoodisv
it represents. Thus seeing “ASIO” will invoke thense
associations as “Australian Security Intelligence
Organisation” but without the necessity to prockss
words. Thus small numbers of letters can represeich
larger sets of letters. In this way less informatis
processed and more cognitive resources are awaitabl
process other information. Further motivation for
adopting this linguistic convention is that it betes a
more efficient mode of communication (i.e., lesediis
spent on the same concept) and saves cognitivet effo changing, of course, we are. We slowly gain morthef
(Andersoret al., 1998). . N knowledge that is required about how to performtésd
The study of expertise has highlighted many areasyng our ability to use this knowledge increases.
where chunking occurs and where the nature of theyiimately we reach the stage where the knowledge i
chunks (size, complexity) is related to the degoée  executed automatically and we can feel as if periog
expertise attained by an individual. For examptethie the task requires no effort whatsoever. Thus someon
memory task used to examine the cognitive procgssin who has been driving a car for ten years or more
associated with playing chess, novices and maglace  probably engages so few mental resources for thalac
pieces on the board in distinct groups, suggedtiey  gperation of the car that they have plenty of reses
have processed particular pieces together and reerem available for increased vigilance on the road (smdhre
them as chunks. In addition, novices and mastemlire involved in fewer accidents than novice drivers aAt,
the same number of such chunks, suggesting thaivthe 2003) and are capable of performing other taskdewhi
groups of players are subject to the same capacityriving (e.g., singing along to the radio, condugti
constraint on working memory. Importantly, thougfe conversations, planning a new route to avoid didraf
number of pieces in each chunk is greater for thetens  jam) that have little impact on the driving taskeif.
than for the novices (3.8 pieces vs. 2.4 pieceas€land  Principle 4, then, identifies the fact that as etipe is
Simon, 1973). Hence masters can remember a greateacquired in a domain, more and more mental reseurce
total number of pieces than novices. A similar become available and so further development of
observation has been made with expert waiters{goit ~ behaviours becomes possible.
and Polson, 1988). Everyday life is full of examples where increased
Principle 3 has important implications beyond the experience with a particular domain or task leamst
fact that expertise in a domain can result in sdmet transition through a hierarchy of skills. Infanthiavcan
extraordinary memory skills for information in that barely comprehend or produce language, or orient
domain. One of these implications is that, by themselves in three-dimensional space eventuadlgnle
developing a strategy whereby large amounts ofto communicate with speech and text and may ean le
information can be processed with only a small amou to pilot a plane. The distance between novice apené
of working memory resources, the expert has performance in these domains is clearly great,sbuis

////4 Science Publications 4 CRP
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the amount of time and opportunity for practice.eTh to those that are useful across a broad spectrum of
amount of improvement on a novel task that can bebehaviours. The extent to which skills are spedifica
observed in one hour in the laboratory can be asysvh particular context is determined by several fagtbra in
from 50-90% (e.g., dropping from 41 seconds pet td essence, people adapt to a task situation and ghilir

15 seconds, Speelman and Kirsner, 2001, Exp.1erGiv reflects the nature of this situation. AccordingPranciple
years of practice to master the many componenta of 5, then, all behaviours involve a transfer situatiwhere
complex task, vast leaps in performance levels arethe level of performance is determined by the dxten
possible. Principle 4 suggests that the acquisitthn  which existing component processes can be recraiteld
adult-level skills is a matter of learning componskills new component processes need to be developedédor th
to a level of performance that enables sufficieental task at hand. Furthermore, the time to performsh s a
resources to be made available for the developwleat sum of the time to execute the component processes
new set of component skills. According to this pifite, necessary for performance of the task. When pedoce
then, complex behaviours should develop in a sli#tge-  of the task commences, old component processedeill
manner. When component skills are new, resourcts wi some way along their own learning curve and new
be used to cope with the demands of the task. Ascomponent processes will be at the beginning oif the
component skills improve with practice, a level of particular learning curves. The learning curve biéid
mastery of the task is reached such that fewewurese for performance of the task, then, will reflect a
are required to perform the task. The freeing up of combination of the component learning curves.

mental resources makes possible the performance of  Some behaviours will involve component processes
higher level behaviours, which may require the that are applicable across a wide range of domains.
development of a new set of component skills. By Reading skills, for instance, are recruited by st earay of
proposing Principle 4 as a principle of learnings are  tasks facing adults. As a result of at least twemigrs of
making the strong claim that the acquisition ofliski  reading in a large number of contexts, most adults’
such as language comprehension and production andeading skills would be just as applicable to regdin a
performance of mathematical operations, from infaloc ~ computer screen as part of learning document editin
adulthood, should be characterized by clear stages skills as reading recipes in acquiring cookinglskHence
development, not necessarily related to biological performance improvements in these behaviours are
maturation, where the trajectory is through a higrpof ~ unlikely to be a result of improvements in compdnen
behaviours, from low level to higher level behavigu reading processes (although benefits may well acfou
where mastery of some behaviours must always peecediargon words associated with the particular slalivéin).
development of other behaviours and performanceimnvit ~ InStéad, improvements in performance of these bets/

a stage will be marked by improvement of component@'®€ more likely to be the result of refinement of
skills without necessarily any improvement in therall ~ cOmponent processes that are specific to the platic

target behaviour. Thus the degree of improvementPehaviour. That is, the amount of performance

apparent at any point in time will depend on theetr  FHEETAN FEENEL MR 8 B CHE 2 D TR ot
granularity of the analysis of behaviour. At a highel, b P

provement mav aopear discontinuous but at a lowePrOCeSSes and the relative contribution of welkpcad
pro y app . and new component processes to the overall perfarena
level improvement may be gradual but continuous.

1.6. Principle 5: Mastery in a Domain Involves the 1.7. Summary
Application of an Array of Component The five principles of learning describe a numbgr
Processes, with Varying Degrees of Specificity features that are general to all forms of skill .asijon.

to Tasks and Contexts. These Processes are Essentially these principles state that practicedeto
: . faster and more efficient uses of knowledge. Thabées
Recruited in a Manner that Allows for

. . faster performance and results in less demand oriaime
Consistent Performance under Stereotypical resources. In tumn these outcomes enable highel lev

Situations and Flexible Performance Under pehaviours to be attempted. Ultimately skills azeeioped

Unusual Circumstances through refinement of many component processes.
Principle 5 expresses an assumption that undéhnies 2. COMPLEX SYSTEMS IN HUMAN
previous four principles. That is, many behavioafiect COGNITION
the execution of a vast array of component prosesse
Component processes range from those that areogexdel As they have been described above, the five

specifically for the particular behaviour being foemed, principles of learning do not necessarily imply the
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operations of a complex system. It is other evideot  patterns to a DNA duplication process as genomes
human cognitive performance that suggests to us thaevolved to their present state. It might be appaterto
complex systems underlie human cognition. As h&mbe hypothesize that while this explanation involve® th
noted in a large number of contexts, within disttibns same general principle as that which applies taZipé

of words in individual vocabularies (Zipf, 1949)caim like functions for words, the relevant explanatianast
print sources (Let al., 2002), there is a power function involve different physical material. They involve
relationship between a word’s frequency of occuwreen different domains and the critical question consettre
and the rank of this frequency value in comparismn presence or otherwise of a single over-archingcypie,
other words. This relationship, known as Zipf's Law a principle that could be applied to both the anéand
(Adamic, 2000), refers to the size of occurrenceanf inanimate domains while protecting the assumptiai t
event relative to its rank i. The law asserts thatsize of  they enjoy distinct physical mechanisms.

the i'th largest occurrence of an event is inversel Halloy advanced a model that reflects this point o
proportional to its rank and that this relationslgpa view (Halloy, 1998). Halloy's argument includes
power function. In English, or any other language f reference to evidence involving the evolution ofthbo
that matter, it follows that the terms with the lgt animate and inanimate systems and employs an over-
frequency will occupy the smallest classes, whethas arching principle to account for the ubiquity opEZlike
terms with the lowest frequency will occupy thegiest ~ functions. Complex adaptive systems, according to

classes. Quantitatively, the law asserts that: Halloy, consist of agents that are made up of glasi
Agents compete with each other for resources. dPesti
P=Pi™ are the basic unit of resource for which agentspsie

' Agents can grow in size because they have beent@ble

attract more particles, or they can split to create or
more smaller agents. According to Halloy (1998,),p.5
“The abundance distributions of agents tends towsep
function with increasing slope toward the rightitog-log
rrank abundance relation or a lognormal.” But thente
tend’ is critical. Halloy adopts the further assution
that “natural systems will approximate to log-nofrma
models when left to their internal mechanisms, &hil
distancing themselves from the log-normal when
pressured by external forces” (Halloy, 1998, p.&),

where,a = 1 and R is the probability of the most
frequent word. The relationship can also be exgess
in terms of the number of words in each word
frequency class. Thus, for English, there mighfjuss
one word in the range 1,000-10,000 occurrences pe
million, but 50,000 words in the range 1-10
occurrences per million.

Zipf-like power functions have been reported for a
variety of inanimate as well as animate phenoméma.
lllustrative list includes the size of earthquakibg scale  55q mption that “circumvents the debate on the
of forest fires and the height of sand-hills. Zi®  5hnropriate mathematical distributions to fit totumal
functions have also been rep_orted for C(_)mplex_ koc'asystems“ (Halloy, 1998, p.3). Nonetheless, the ¢togral
phenomena such as city size, the distribution of gisyripution in a frequency-abundance context isa...
professlpns and _the magnitude of stock _market _esash signature of complex systems.” (Halloy, 1998, p.2).

In addition, the list can be extended to includeome It is on the basis that features of distributiohg/ords
distribution and visitors to internet sites. Thequiity of - jngividual and cultural lexica are consistentthwi
these functions (which includes Pareto’s law) idtees o, nqance distributions associated with the operaif
a particularly challenging question. Do they reffleome complex adaptive systems that we feel inspireditmest

do they reflect an s yet undentiied princplatitands 13t the human mind is a complex system and toldeve
y y P P theory of the mind that is a human instantiation of

above the distinctions between the organisation of alloy's theory (Halloy, 1998; Halloy and Whigham,

animate, inanimate and social systems? The mos 004) Thus th hani derlvi th
parsimonious approach to this problem involves the )- us , € mechanisms underlying our theory
honour Halloy's description of the behaviour of atge

assumption that several descriptive and modelinglde i : .
must be involved and that convergence can be eagpect and particles in complex systems. We describe Kallo

at only the highest level, if at all (Halloy and riat, theory in detail and then fO||0W this Wl_th. a pretsgion of
2007). Consider for example recent work on genomic "€ Component Theory of Skill Acquisition that ases
properties. Luscombet al. (2002) noted that frequency the mind is a complex system.

of occurrence of the generalized molecular partsp 1 Halloy’s Resource Attraction Theory

associated with genomes followed the power law &ith

few parts occurring many times and most parts oor According to Halloy, all complex systems possess a
only a few times. Luscombet al. (2002) attributed these range of characteristics that give rise to simskatistical

////4 Science Publications 6 CRP
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relationships. Four important concepts in Halloy's “(A)ll agents eventually reach a size where their
resource attraction theory are those of resourcesgrowth is not practical within their infrastructurt this
particles, agents and boundaries. point they split...into sibling or parent and offspyi

“Resources (are) anything for which agents mayagents (e.g. bacteria splitting, plants sproutingw n
compete. Particles are the minimum units of resources. shoots...). Initially, as they are informationallynaist
From an agent’s viewpoint they are discrete package identical, these siblings may be considered parthef
resources of variable size or ‘mass’. Particles aregrowing agent. However, this split has set theesfagthe
analogous to individuals in a biological populatida drifting of information which leads to differentiah and
quanta of light or space in a plant community, to diversification. As differentiation (inevitably) pceeds,
particles of dust in the cosmos, or to economicthe siblings become different agents separated by
elements. Agents arise when an initial undifferentiated informational barriers and competing with each ot
mass of particles breaks up or coalesces (i.endaries  biology this is known as speciation.” (p.5)
are formed) into a number of parts. Each agentabosit “(E)volving agents typically explore new pathways
or controls a number of particles. Agents are aymis ~ and opportunities to attract resources. This is a
to species or companiesBoundaries are formed where consequence of resource attraction as modified by
interactions are proportionally more important begw  differentiation. As they explore new state space rates,
the particles inside the agent than they are betwee some agents find more efficient ways to captureues
them and particles outside. The same applies forand survive, while others die off. This is the s of
boundaries between systems at a higher levele€volution and adaptation.” (p.6)

Boundaries fluctuate and have a certain degree of  Halloy (1998) has demonstrated that complex syste
permeability.” (Halloy, 1998, p.3). with the features described above can evolve iysBtess

“Complex adaptive systems have been characterizedvith abundance distributions that tend to lognor(nel, a
as systems made up of interacting agents whichiulss class of distributions of which Zipf's law is a sai). That
to maximize their survival...A unifying feature ofdu IS, complex systems possess a small number of dayeyets,
systems is that agents are “greedy”, i.e. theyagittr @ large number of small agents and a smooth t@msit
resources, as much resources as they can grab.veigwe between these two extremes.
in evolved systems this attraction may become rieaiy Lognormal abundance distributions have been
subtle, with time delays and complicated strategic Observed throughout nature and indeed throughout a
decisions to forego a resource here and now foirotiee ~ range of human affairs. For instance, Halloy and
future and somewhere else. Since agents are grismyy, Whigham (2004) report that such distributions exist
necessarily compete for resources. Hence possitdy t ‘planet sizes, earthquakes, animal and plant sares
primal feature of complex systems is greed (or moreabundances, sizes of firms, behaviour of the stock
euphemistically, resource attraction) and competitis its ~ market, (and) traffic congestion.” (p.7). All of eh
secondary outcome. It is this resource attractiod a situations in which such distributions have been
competition which in turn determines the primary Observed constitute “networks of interacting things
interactions between agents, as well as the agapéiture ~ under non-equilibrium conditions” (Buchanan, 2000,
of agents changing rules to outcompete others.ligida  P-16) and such systems are known as complex systems
and Whigham, 2004, p.4). Halloy's theory represents an explanation for hawhs

The competition for resources between agents in aSystems evolve and is general to all complex system
complex system can result in the development aftels ~ Below we extend this ubiquity to human cognitiord an
of agents into larger agents or the splitting afgéa  thereby suggest that the functioning of the minltb¥es
agents into smaller ones. The conditions under kvhic universal laws of nature.

these two outcomes occur are determined, in pgarthd 3. THE COMPONENT THEORY OE

level of attraction between and amongst agents and gk ACQUISITION: THE MIND AS A
particles in the system. This attraction is projoi! to COMPLEX SYSTEM

the existing resources of the agents (i.e., laagents are

more “attractive”) and inversely proportional toeth Up until now, we have referred to skilled behaviou

difficulty in obtaining resources (i.e., agents amere  as comprising the actions of many component presess
likely to attract particles or to combine with otlagents ~ We have not been precise about the nature of these
when it is easier to do so). processes, but it has been sufficient to simplysictar

Two important outcomes of the competition for these as properties of the brain that carry outestorm
resources that Halloy and Whigham (2004) highlights of information processing. Ultimately these compune
are differentiation and adaptation of agents. processes must be related to the functioning ofamesu
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in the brain, which essentially are processors ofthe chance of continued survival for the winningrig
information. In order to develop a theory of skill This principle, then, suggests some fundamentaksdrof
acquisition that honours Halloy's specification af  the mind. Early in life these drives will relate garvival.
complex system we will define our component proesss For example, if the products of an agent’s funétigrin a
as consisting of agents. Certainly this is not ecise particular situation lead to food, water, or warntkten the
specification of component processes, but this latk feedback associated with these rewards ensureghinat
specificity actually reflects part of our argumethiat the  agent is used again in future when a similar sdnais
specification of component processes will dependhen  encountered and alternative agents are less likelye
level of analysis (more on this later). recruited. Thus an infant can learn the utility aoying,
The central tenet of the theory we are proposing -calling for “mum” and saying “drink”. Similarly, sial
the Component Theory of Skill Acquisition - is thae rewards can act as drivers for learning (e.g.,pédicular
human brain and therefore the human mind is a cexnpl facial feature leads to positive attention from mlep
system. The agents in this complex system receiverepeat it; if uttering a certain sound leads tadfamtoy, or
process and transmit information. Depending orighel affection, repeat it).
of analysis, these agents may be individual neyrons In complex systems, agents are usually referredto
networks of neurons, or even networks of networkse growing in some sense as they attract further ressu
degree to which consideration of these agents asThe sense of growing, however, is dependent on the
networks of neurons will assist in understandingirth  sjtuation in which a complex system is being coersid.
function will also depend on the level of analydt@r  |n our complex system version of the mind, agentsvg
example, developing an understanding of the praugss ith use in the sense that, with success agents ¢oie
of lines and edges in visual stimuli may rely ofoeus  recruited more often to perform a particular taskl ao
on the pel’formanC(_e of |nd|V|dU-a.| neurons, however i they come to dominate processing_ Agents will iasge
may be more sensible to explain the comprehension otheir chances of being recruited to perform a task
written text by recourse to higher order agentst tha through a number of mechanisms, including perfogmin
correspond to networks of neurons. Ultimately, §idu  the task more efficiently than competing agentse (se
an agent will on.Iy have ut|_I|ty by virtue of itspat and _ below), or forging connections with other agents. |
output connections-that is, an agent must receiveymer words, there will be an increase in the nundfe
information and then pass it on once it has beengjyations in which an agent is useful. There i
processed. Thus all agents exist in networks wittero limits, however, on the extent to which forging
agents. Furthermore, an agent will incorporate5aedl ~  onnections with other agents leads to an increased
mechanisms whereby the success or otherwise of thgsefiness-some connections will prove to be fsl
agent’s processing will determine the likelihoodtloat because the processing that the agents can dotis no

agent performing that processing in the futurealledf o0 ant for some tasks (e.g., for some infanterev
these feedback mechanisms are provided below. _animal is a “dog’, until that response regularlyraits

For the brain to be considered a complex system, 1, reinforcement). Thus, the nature of the envirental
agents must compete for some resource. In our thew demands will shape the usefulness of an agent.

resource is information, because it isiae qua non for In addition to the success or otherwise of an agen
adaptation to the world. The fundamental drivegerds in . . .
actions, the competition between agents for thbt rig

the mind is to be used to process information. Téasure : L X .
of our theory mimics that of neural systems whéwe t Process information is decided by the speed witiclvh

survival of connections between neurons depends upo € agents complete processing. In a similar vein t
regular activation (Bruer and Greenough, 2001; ameh  L0gan’s (1988) Instance theory, the agent that detep
Radocy and Radocy, 1996). In our model, agents etemp (he necessary processing in the shortest timebailihe
to process information. If the outcome that resiitsr the ~ Winner of the competition. That is, the fastestrage
operation of an agent leads to success in achimonge  Most likely to be used in future. The products loé t
goal, then the agent will be likely to be recruittat fastest agent are used and hence that agent receive
processing in the future. Thus success can leadnto “success” feedback. This feedback has the effect of
increased potential for further success for an taged making this agent more likely to be used in similar
hence continued survival. Failure, however, willdedo a  situations when they occur in the future.
reduced potential to be used in future and so lplgstie The competition to be used that agents engagarin c
demise of the agent. result in the combination of agents to form largzed
Agents live or die on the basis of their usefunes agents and also the splitting of large agents smaller,
Firstly, they have to compete to be used. Secoiifdiige more specific agents. The conditions under whiasé¢h
result of their processing is successful, this tilereases  events occur will be associated with the partictéek
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presented to the complex system. The system willar  the same as those we have highlighted with respebe
respond to any challenge that the environment ptese effects of practice on performance. That is, pcactian
and so the resulting agents will be a match for thelead to faster and more efficient forms of procagsiVe
environmental demands. If a challenge can be met bypropose that there are many mechanisms wherebg thes
combining agents, then this will occur. If a pastar changes can occur. For instance, agents may process
environmental niche is detected that requires aemor information faster with repeated usage, a reflectd
specific processing task than an existing genegahta  changes to neural function that have been obseiwed
can complete, then a more specific agent may “breakresult from practice (Altmanet al., 2004; Barnes, 1979;
away” from the parent to exploit this opportunity he Bolger and Schneider, 2002; Eccles, 1972).
used. Following Halloy and Whigham (2004), the Alternatively, agents may combine with other agents
competition to be used amongst agents results in avays that reduce inefficient forms of processingy.(e
lognormal distribution of agents such that therd beé a unnecessary processing steps can be skipped). sAgent
large number of small agents that have very specifi can also split if environmental demands suggest aha
purposes, a small number of general purpose agedts smaller agent with a more specific processing fonct
an inverse non-linear relationship between frequemd  will be more useful. The particular improvemenaggy
size for those agents between these extremes. followed will be determined by the nature of the
A concrete example of this type of system comesenvironmental challenge being tackled. Importantly,
from issues surrounding word recognition. A general when a new challenge is encountered, there withaay
feature of skilled performance (Principle 5) is ttha potential means for improving the competitivene$s o
sometimes it is useful to have skills that can solv agents and so there will be greater potentialrfgproved
problems in many situations and other times a moreprocessing performance. As the challenge becomes mo
specific set of skills will be necessary. This teatis familiar, though, there will be less potential for
obvious in language skills. For instance, some Bhgl improving further the competitiveness of agents and
words are used in a broad range of situations, (1)  performance improvements will be less likely. Thus
and others have a far more limited range of usefidn  performance changes over the course of practidebwil
(e.g., hydrogen). That is, the word “the” can bediss  negatively accelerated, which is evident in the
the definite article for just about every noun inglish  characteristic shape of learning curves. Impornarthiis
and so is likely to appear in the majority of Esbli  negative acceleration characteristic is also a rgéne
sentences. The word “hydrogen”, in contrast, isliko  feature of lognormal distributions in that it idatvely
appear in sentences relating to chemical cont@tes  easy for an agent to shift from a rank of 1000 targ of
the agent for processing “the” is used in moreasitns 990 (i.e., the proportional difference is low), quamed to

than the agent responsible for processing “hydrogen shifting from a rank of 10 to 1 (i.e., the proportal
The “the” situations are not all going to be comntba difference is many times larger).

situations in which “the” will occur are as varied the A fundamental feature of our theory is that the
topics of discourse, whereas the “hydrogen” sitreti jikelihood of an agent being used in the futureetejs on
are far more likely to have a common feature-tisat i the success of its processing. An important questien, is
they will concern the element called hydrogen. Tthe by what mechanism does current performance affiotef

agent is thus an extremely general agent that @&n Djikelihood of use? In our theory this occurs asrdrerent
invoked in a number of situations whereas the feature of the feedback process. We adopt the éirand
“hydrogen” agent is only likely to be used in a §ma Dunn (1985) idea that every instance of processisglts
number of quite specific situations. There are iéew  in a record of that processing. We suggest, howéhatrthe
words that are as ubiquitous as “the” (“a” and dfe  record gets stored as part of the agent that peefibrthe
other examples), but there are thousands of wakés | original processing, as a means of recording fesdokthe
“hydrogen” that appear in restricted contexts. theo results of the agent’s processing. When an agempletely
words, there tend to be many more low frequencydeor fulfils the goals of its processing, a record isated that
than high frequency words. This distribution of d®nf  reflects the operations of the agent. This redoed is a bit
course corresponds to Zipf's law, which is a memifer  of information, a particle in Halloy’s terms, thatattracted
the lognormal family of abundance distributions. to the agent and is thus stored as part of thet.agbn
There are many ways in which agents can improveeffect of this process is that the agent growsgiyving in
their competitiveness for resources, or in otherdsp  this manner, an agent becomes more attractive ttwefu
improve the likelihood of being used. To achieves,th resources. That is, the agent is more likely toigesl when
agents must complete their processing in less tiraa faced with the same situation again. It is morelyiko be
competing agents. In our view, these improvemerds a used in future similar situations because its gramiass as
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a result of successful past performance meansllitbwi
faster than other agents. In addition, a historguaicessful
performance in a range of situations will increthgescope
of applicability of an agent (see below).

explain why this is the case, considiég. 1. Both panels
of this figure depict a finite number of particlgé = 20
in both cases). Depending on the current goalssethe
particles may or may not represent useful forms of

The concept of an agent growing with successful processing. Imagine that in both cases the X symbol

application leading to an increased attractivenisss
analogous to gravitational attraction. That is, an

represents the most relevant particle for the otrgeal.
The other symbols represent particles that are less

physical system bodies with large mass possessegrea relevant to the current goal (i.e., solutions tha sub-
gravitational attractiveness compared to bodies ofoptimal). In the left panel there is not as extemsa
smaller mass and so other bodies in the physicadity history of X being useful as in the right panel.aTls,
will be more attracted to and hence move toward thethere are more Xs on the right. If we then imagimat
larger bodies. Similarly, in a complex system, ldvger recruiting one of the particles as a guide for @ering
the mass of an agent, the greater the likelihoad ith  the next task is a random search through theseszaul
will attract particles in its region. In the minghrticles in ~ that the search ends when an X is encounterect ther
the ‘region’ of an agent represent particles red¢va an  clearly a greater chance of finding an X in théitiganel
agent's processing. Therefore, when a demand ighan in the left panel. Furthermore, an X will bedted
presented to the system, if two agents are of equapooner in the right panel than in the left panelgéneral,

relevance to the demand, the agent with the greadss
will be more attractive to the particle that isfop grabs.
That is, it will be more likely to complete the essary

then, the speed with which a relevant particle ban
located is going to be determined by the humbesuch
particles present-the more particles there arestomer

processing and hence will collect the particle thatone can be found and recruited. The speed withtwuic

represents the information about that processiigpdp.
This particle will then add to the agent’s abilityattract
further particles in future.

agent can perform a task, then, will reflect thetiple
that enabled processing in the shortest time. Athén
Instance theory, the distribution of processingesigse

Although the gravitational analogy is a useful amongst the particles within an agent (i.e., theetito
metaphor for understanding the nature of the recruit a relevant particle) will be a Weibull dibution
competition for resources that occurs between agent (Which is also a member of the lognormal family of
we can be more specific about the mechanismdistributions) and so there will be a power funatio
underlying the relationship between an agent's relationship between the number of particles makipg
successful processing and a subsequent increase® agent (i.e., the number of successful processing

likelihood of future recruitment. As stated above,
particles in our theory represent processing rexord
But particles also enable future performance. Tibat
because they are a record for what worked in tts, pa
they can function as a blueprint for what to do whe
that previous situation re-occurs. As a resultagent

episodes) and the speed of the agent’s procesEmgs

an agent is more likely to complete processing teefo
other agents with less mass because it is morby ltke
have a relevant particle that can enable appr@priat
processing in a shorter time. Thus although it migh
convenient to think of large agents as attracting a

that has completed a processing task successfully oProcessing episode in their direction, it is moceusate

many occasions will have a collection of particleat
represent records of each of these processing degiso
More precisely, an agent is really only a collactiof
particles and so this growing collection of paetcl
represents the growing mass of the agent. The oficas
agent is basically a collection of records of whappened
in the past when a particular
Alternatively, these records can be seen as assefie
instructions about what to do should that demaratoeir.
Describing agents as collections of particlesesis
the question of why a large collection of partic{es.,
an agent with large mass) gives
performance than a smaller collection of partidiies.,
an agent with smaller mass). To answer this questi®

again borrow from Logan’'s (1988) Instance theory.

Within an agent particles will differ in the spe®dth
which they can be utilized as processing instrustiar o
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to think of such agents as being the fastest topiete
processing. An agent will dominate processing ia th
sense that it always does the job not so much kecai
some point it attains privileged status and so delwdo
do the processing, but more because it is simpdy th
fastest to provide a processing result in a newding

demand occurred.competition with other agents.

It is important to note that no two situationstle
world are ever identical. Even reading the samedwor
on a computer screen in identical formats on two
occasions does not involve exactly the same sdnoati

rise to fasterbecause the contextual content of the person rgdba

word is slightly different from one moment in tinte

the next. Thus the human information processing
system must be capable of tolerating differences in
ostensibly similar stimuli in order to be able tentify
them as such. Of course, there must also be lionits
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this tolerance so that differences can be perceivedconditions under which the agent is potentially fulse

Certainly some neural tissue appears to be seadibv
stimulus differences. For example, there are neuron
the visual cortex that appear to be geared to rEsog
lines of a particular orientation (e.g., verticabut
which are still active in response to lines that ro

match the ideal orientation (i.e.,
upright). The extent of activation, however, is
proportional to the extent to which the lines

Thus partial success can increase the potentifdlness
of an agent in two ways: It results in increasing mass
of an agent that is associated with faster and madiatble
recruitment of the agent, although this will be pemed by
the degree of similarity between the experiences

not completely embedded in the agent and any new situation aal$at

results in an increase in the conditions in whiuh agent
is applicable and so broadens the range of singtio

approximate the ideal orientation for those neuronswhich the agent could be useful.

(Hubel and Wiesel, 1962).

In Halloy’s (1998) and Halloy and Whigham (2004)
theory, the probability of an agent attracting sorece is
inversely related to the distance to the resouwe.
honor this principle in the cognitive context byposing
that the relevance of an agent to the current gdal

Dealing with environments in which there is
stimulus variability will result in agents that ted many
instances of complete success in one circumstamte a
series of partial successes in another circumstafsa
consequence such an agent will possess two differen

types of particles. Under these conditions, theas ive

processing, or the similarity between the current syfficient advantage in this heterogeneous agest @n

conditions and the normal conditions processedhey t
agent, determine the likelihood of the agent beisgd
and thus attracting a particle reflecting succasather
words, similarity determines the likelihood of ageat
gaining mass and as a result, the rate of change
performance speed (Shepard, 1987).

For instance, this issue arises when an agen

produces results that do not completely match tadsg
of processing. This could happen, for example, wen
agent is used in a slightly different situatiorthe one in

which it was developed. This partial success will
nonetheless be stored as a record of the agent

processing. The record of the partial match wilsb@red
with the agent and this will have two effects. Jastthe

storing of a record of complete success means a

increase in the mass of the agent, a record ofapart
success will also increase the agent's mass. Tdredse
in mass in this situation, however, will be lesarthhat
following complete success. This recognises thetfat
partial

Speelman, 1999; Palmeri, 1997).
underlying this effect borrows from an idea in Paliis

(1997) modification to Logan’s Instance theory. The
speed with which a particle can be utilised in the

processing of a new situation will be a functiontioé

similarity between the particle and the processing

demand-the greater the similarity, the faster tieed of
processing. Thus, the increase in the effectivesroéan
agent-that is, that characteristic of an agent tafiects
the speed with which it will complete processingtth
comes from a partial match will be proportionalthe
degree to which the agent satisfies the envirormhent
demand. The second effect of storing a record digha
success is that information about the differentd@@mns

in which the agent was at least partially succéssfu
stored with the agent. This has the effect of edjpanthe
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matches between old knowledge and new
problems can result in partial transfer (Greig and
The mechanism

agent applicable to several situations) splittiogas to
create a number of smaller homogeneous agentsithat
more specific to the particular environmental
ﬂrcumstances. The advantage that will provide the
otivation to such a split will be that the more=sific

ggents will more completely satisfy the environnaént

emands and hence will receive greater increasteiio
mass than under partial matching conditions.
There will, of course, be a trade-off between the
extent to which an agent develops to match the

gnvironmental demands (i.e., maximum increases to

mass) and the frequency with which the specific
environmental demands occur. Sometimes an agent tha
an deal with many situations will remain heterazmrs
ecause the various situations do not occur safftby
regularly to warrant a splitting to create a mopedcsfic
agent. That is, the partial increases to the agantiss
that comes from partial matching will justify the
continued existence of the agent in its currenimfor
whereas a smaller agent that is specific to th&codar
situation will not be useful sufficiently often jostify its
existence. There will be times, however, when paldr
situations will occur sufficiently regularly thathe
increases to the mass of a smaller, more spediinta
adapted to that situation will justify its separate
existence. (It is worth noting that the processscdbed
in this paragraph are analogous to the processes of
speciation in biological systems, as described for
example in Mayr, 1963; Laurent, 1972).

There will also be times when the operations of an
agent do not result in success. This can arise vemen
agent does not win the right to be used (e.g., hemot
agent does the job, or no agent does the job arieso
word is not understood). Alternatively, the ageoesi get
to complete processing but the result does nottitotes
a successful outcome.
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Fig. 1. Two hypothetical distributions of particles, whéfeepresents the most relevant particle to theecuiprocessing goal

For example, the agent’s output does not satish\gthals
of processing. In both cases the agent would nictcata
particle that is the record of successful perforoearis a
result its performance goes unrewarded. In a stnse
represents a situation of no change to the mastemek
status of the agent (although see below). Howethés,

explanation for this observation is that until an
alternative agent is developed that can complete
successful processing faster than the original tagen
complete its unsuccessful processing, the unsuttess
agent will persist in producing inappropriate babax.

As stated in Principle 1, practice on any task

does not mean that the system remains the samés and typically leads to better performance. Another dieatof

unresponsive to failure. Such situations

representthe relationship between practice and performahagis

opportunities for other agents to prosper. Thet firs just as commonly observed is that a lack of pradgads
situation is one where a competing agent wins theto poorer performance. That is, if someone prastize

competition to perform because it completes prangss

task for a period of time, performance typicallypioves

faster than the other agent. If this winning agentin both accuracy and speed, but if the person sease

continues to perform successfully then that ageitit w
become the agent of choice in similar circumstantres

practice for some time, their performance uponmesg
the task is never as good as it was at the endheof t

the second situation, where an agent producesudt res previous performance period. Skills seem to sufier

that is ultimately unsuccessful, a demand on tistesy
remains unsatisfied and so represents an opporttorit

form of decay such that if they are not used, shingtis
lost and this results in poorer performance. SoRik s

new agents to develop. Therefore, as a result ofacquisition theories build in a decay parameter to

unsuccessful performance, due to performance keing
slow or inappropriate, agents can effectively ldkeir

account for this observation (e.g., Anderson, 1982)
our view there are several reasons why such apparen

preferred status as more successful agents take ovelecay of skills occurs. Firstly, the complex systéat is

performance of the task. It is important to notetth
competition between agents can result in succeagits
emerging as dominant on the basis of success dlbees
is no need to posit an explicit inhibition mechamis
(although inhibition may or may not be necessamedaral
implementations of a complex system of this sort).

the mind is implemented in a biological systemwill
therefore require some form of neural resource to
maintain any form of mental representation overetim
There may then be a limit on the ability to maintai
representations that have not recently been of Tises
agents that are currently “top of the pops” as dar

The suggestion that the mass of an agent does naisefulness is concerned grow in mass and this roeyro

change following unsuccessful performance may éxpla

at the expense of other not currently useful agerts

why, under some circumstances, people persist withsuggests a principle of conservation of mass wlyeeeb

inappropriate behaviour beyond the point at whiubyt
learn of the inappropriateness of their behavidtor
example, in the Luchins’ water jar problem, follogi
the development of a mental set to approach ablpras
with a particular solution, the majority of peoglersist
with  the unnecessarily complex solution after
experiencing a problem that could only be solveth\i
simpler solution (Luchins, 1942). The complex sgste
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constant mass is shared amongst all agents, satchrij
growth in the mass of some agents that reflecteentir
usefulness is matched by a distributed reductioméss

of all other, not currently useful, agents (an egpkarof
how this can be modelled by the resource attraction
theory is shown in Halloy, 2001). Another means
whereby the apparent decay of skills can come aisout
associated with the idea that higher level skilguire
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the co-ordination of many agents that each perfsome
sub-component of the task. If a task is not peréafrfor
some time, the agents underlying performance ofable
may be useful in some other task. So, althouglag¢jemts
themselves may suffer no loss of mass due to uigctihe

connections between the agents that enables their c

ordination to perform the original task may fade¢hwack

successfully when the necessary agents have gmwan t
sufficient extent that they can do their job reljalf any
agent is insufficiently large to be reliable, theetink in
the chain of processing will be inconsistently paried
and the overall task will not be completed sucaedlysf

As someone gains experience in a particular dgmain
the agents responsible for performing componenta of

of use. For example, a guitarist may work up a solotask will become faster and more reliable. Thatvsen

comprised of various riffs and licks for a partaousong.
After many years of performing the song the gistagets
tired of the song and drops it from his repertdi@lowing

several years of playing other songs, in whichhal riffs

and licks from the deleted song appear, but ineudifit
orders and across different songs, he receivequeseto
play the old song. He will find that despite alltbé riffs

and licks remaining in his repertoire, co-coordmgathem
smoothly into the solo of the original song willtraobme
easy. The first new performance of this old soritkédy to

be “clunky”, or at least not as effortless and afggas the
final performance in the original tenure of thegon

necessary, they will more consistently do the nexgli
job successfully. Eventually the agents will meke t
Fluency Threshold conditions for successful task
performance. That is, the person will have suffitie
mental resources available, in the form of a set of
reliable agents, to attempt the new task.

With further successful practice on this task, the
agents responsible for the task components arerdeda
for acting in concert by being recruited as a team
future. Indeed, if several agents consistently ajgein
succession to complete a task, there may come & tim
when agents that occur later in the chain come to

_ Elsewhere (Speelman and Kirsner, 2005) Wwe gnicipate’ the point of their own application. itially
introduced a Fluency Threshold as part of the agents may only be sensitive to outputs of the e

Component Theory of Skill Acquisition. This thre&ho
corresponds to the point at which someone hashitieya
to attempt a new task. Prior to this point, the ponent
processes necessary to perform the task are rentflu
enough to fit within the person’s resource constgi

immediately precede them in the chain. It is pdssib
however, that with experience, agents later inarchan
become sensitive to outputs from agents earliethe
chain than those that immediately precede them.
Eventually these later agents may become sendibive

Thus the demands of the task outweighed the availab the initiating conditions of the task so that thésad
resources. At the Fluency Threshold, however, thegjrectly to the results of the final agents in thain and

component processes necessary to perform the task h
been practiced to the extent that the resourcesreshto
perform the task do not exceed those availablehén

SO unnecessary processing steps can be eliminBté.
form of learned anticipation is characteristic bffarms
of learning, such as chains of associated condition

complex system version of the component model, thisstimuli leading to a conditioned response in clesi
Fluency .ThreSh0|d can be understood in terms of -theconditioning, or the deve|0pment of Comp|ex behawio
competition between agents to be used. As describegh operant conditioning and also the chunking of

already, agents with greater mass (i.e., more ssde
experience) have a greater chance of being redrtite

information that facilitates comprehension and mgmo
in domains such as language and chess. Ultimatein,

perform a task than agents with less mass. Thexe ara network of agents that enable performance of a

several reasons for this. If an agent is too skwgther
faster agent may win the right to be used (i.qaraduces
a solution before the slower agent completes peitgs

particular task could potentially create a new,hbig
order agent that is adapted for performing thigipaar
task. Furthermore, this higher order agent coulehth

In addition, the complex systems of the human mindserve as a component agent on some other, evearhigh

exist in a dynamic world, where task demands irelud

order task. Thus the processes involved at ond tH#ve

time constraints. A slow agent may not complete the system occur at all levels of the system.

processing in time for the demands of the tasksanthe
benefits of successful processing are not realisda

result, no reinforcement for performance will be

received. Thus, such small, ‘young’ agents are not
reliably applied in certain circumstances to enable

consistent performance. Reliability of applicaticomes
only with sufficient successful past applicationh&v a
novice attempts a task that requires the applicatib
several component processes, that is, severalsadeay
will only be able to complete the overall task
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4. HOW THE MIND AS A COMPLEX
SYSTEM GIVES RISE TO THE FIVE
PRINCIPLES OF SKILL ACQUISITION

In this section we consider the extent to whicé th
Component Theory of Skill Acquisition can accouat f
the five principles of skill acquisition without glicitly
building them into the theory. In doing so we shioow
the principles can be explained in terms of therafien
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of agents and particles. We show too that eaclcipta
can be understood as a by-product of the adapsatibn
the complex system that is the mind. When the syste
adapts to the environment, it will do so accordindhe
characteristics of a complex system and the adapsat
will then exhibit particular features that are dstent
with the five principles. Hence the principles are
emergent features of the adaptations of agents.

4.1.Principle 1:
Performance

Practice Leads to Faster

Performance of most measurable behavioral task

will involve the operation of several agents. Picecon

such tasks leads to faster performance for severa
agents process

reasons. One is that individual
information faster with practice. As the numbettiofes

an agent completes processing increases, morelparti
representing records of these episodes will bedtaiith
the agent. These particles enable future performyand

so as the collection of particles increases in, spetoo
does the chance of recruiting a useful particldess
time. As a result, the speed with which an agemt ca
complete its processing can increase with praciice

this can lead to faster performance on a task. As

mentioned in the previous section, though, the fietoe

performance time of increased numbers of relevant

particles diminishes as a power function of the bem
of particles (i.e., practice). Thus performance
improvements on a task will be a negatively acedést
function of practice. In addition, performance ofask
that involves the operation of several agents cah g

faster with practice as a result of changes to the

particular agents involved in performing the taBkat is,
practice can lead to more efficient forms of preusg as

a result of redundant agents being dropped from

processing. The opportunities for such improvemants
efficiency are likely to be much greater early magtice

compared to later and so improvements in performanc
time that result from this mechanism will also be a

negatively accelerated function of practice.

4.2. Principle 2: Practice Leads to Efficiencies in
Knowledge Access

When completion of a task involves the operatibn o
several agents, practice can lead to the individgaints
processing information faster and redundant agesitsy
dropped from processing. As a result, “super” agean
develop that are responsible for performing thé tias
fewer steps than the original set of agents. Thabme
agent can do the job of several agents. Thus, ne@ting
experience, several agents that are separatelgnsibfe
for recognizing the individual letters of a wordnche
superseded by an agent that recognizes the whoté wo

////4 Science Publications 14

4.3. Principle 3: Learning Leads to Less Demand
on Working Memory

The idea that there are working memory constraints
on the performance of a task is usually invoked rwhe
task is attempted that seems to require more ihiaecne
is capable of performing. For instance a task neayiire
someone to pay attention to more information than i
apparently possible. An example of this would be
someone who is learning a language and they atireeq
to comprehend a number of sentences that includg ma
unfamiliar words and that are spoken very quickly.

ﬁnitially their ability to comprehend each word mas non

xistent or too slow to enable all of the inforroatabout

ach word to be integrated into some realizatiorthef
meaning of each sentence. With growing expertigh wi
the particular language (i.e., they become familiéth
more words and the speed with which they can access
their knowledge of these words increases), thélityato
process such sentences increases. That is, they can
comprehend a sentence soon after it is utteretthidriype

of situation, our theory would propose that infjiathe
person does not possess agents for word recogpiitain

are sufficiently reliable and fast as to enable
comprehension of the utterances. Words keep being
uttered without comprehension keeping up. Thus each
sentence bypasses the listener. With practice, vewe
agents become very fast and reliable in their msiog

and so enable almost instantaneous processing of
language. So, rather than a representation of #rsan
needing to be retained in working memory for long
periods until ‘young’ agents can process the wo'ald;
agents are able to process the sentence quicklgafide

up space in working memory.

4.4. Principle 4: As expertise Increases, Fewer
Mental Resources are Required to Perform a
Particular Task, Enabling the Development
of a Hierarchy of Skills.

Two things can happen when a set of agents are
used consistently in the performance of a taskeglch
agent completes its specific task in less time; é2)d
some agents may no longer contribute to the overall
performance of the task because other agents tade o
their processing. Thus as the history of successful
performance grows, agents develop in such a wap as
perform the task in a faster and more efficient naan
Being able to complete processing quickly is an
advantage particularly when performance is in the
context of a dynamic task where time constraintstex
These time constraints will include things like the
existence of an environmental threat (e.g., an oy
car) that requires some evasive action be takesoine
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minimum time, or two people engaged in conversationthe automatic level of the more constrained envivent,
where boredom could result if the conversation dasts  but is likely to be more flexible.

proceed at some minimum rate, or a complex task tha Another way to express Principle 5 is that peapke
requires intermediate products of processing beedto sensitive to regularities in a task environmente Fkills
(e.g., double digit multiplication) but storage tiilese  they develop to perform the task and their abitity
products in memory is subject to decay over timeusT  transfer these skills, are a reflection of theiatdtion to
there is often considerable motivation to performask  these regularities. Expressed in terms of the afewty,
faster, not the least of which is to overcome the this pnnuple arises because _ the task environment
constraints of a basic level of performance indbmain. ~ determines the potential for particular types aérig to
This motivation will provide the impetus to develop P€ used. Agents will develop to exploit opportuestand

agents that are specific to the particular tasthatd Wil do so in a manner that maiches the peculiar

rather than utilise agents that have been useful inrﬁquwements.of that dorfnalrtl]. Ahs a result, t?]e Rair b

previous contexts. Agents adapted to specific ctsite ﬁeﬁruail'?eedn% Sgrfz)errran?n c:)thvt\elr ?;sle;re%(/ipo?:nfer?t)'/sl %%n €

\évglegt?s mc()::)eb:allr:(ljy tct)oggaoerrm a;rgj:_ﬁk 'Br];ewfdsmg?gvamdet_ermined by the nature of the task environment to
; ; o which they originally adapted.

experiences. Ultimately, specific agents may dgveto In sum. we have demonstrated that the five

the extent that they enable automatic performaricae o y

rinciples of skill acquisition all emerge from the
task rather than the slow and ponderous performanc_ daptations of agents. Thus we have not had ta buil

associated with more general agents. Thus a certaifhem into the fabric of the system, unlike othezatties

environmental challenge will trigger an automatic of gkill acquisition (Speelman and Kirsner, 2005).
response rather than a chain of processing stepsniy

or may not produce an appropriate response. Typjcal 5. CONCLUSION AND IMPLICATIONS
however, there is also motivation to perform aagrethan

basic level performance. Developing agents thatlerfast We have outlined here a theory of the mind as a

: ; : complex system. This theory describes how expegienc
and automatic performance of the basic task wikmihat with the world leads to the development of agehat t

there may now be time enough available to statrgtting enable performance of tasks necessary for dealitly w
more complex forms of the task. Thus, as someone

b fluent at di : tahth challenges posed by the world. The theory is roilg-
ecomes more fluent at evading an environmentaatir o 5jised theory in the sense that computer sinuuiatare

such as getting off a road in time to avoid an ariog car, ossible based on the details we have sketchedeabov
then one may be ablle to attempt another desirabl although Halloy (1998, 2001) has developed compute
behaviour, such as learning to cross a highway. simulations of his model). The development of sach

4.5. Principle 5: Mastery in a Domain Involves version of the theory is a task we have set ouesefor

ot the future. Our main aim here, though, is to cooin
?gcgggg(;atlor\:\/i% anvg‘:;?%/g()f gggnrgggentof others of the importance of this task. In essere t

e theory we have presented here represents a clairthi

Specificity to Tasks and Contexts contents of the mind are entirely a product of its

Sometimes agents will develop that are specifia to interactions with the world. If we begin with this
task and cannot be used in the performance of #rer o assumption, there are some enlightening implication
task. At other times, agents will develop that den  many areas of Psychology and for the entire dig@pbf
recruited in the performance of several tasks. fatare ~ Psychology. We outline one of these implicationtwe
of a domain will determine the relative mix of tees (for other implications see Speelman and Kirsn@3s).
types of agents and therefore skills. That is, ifagk . -
environment is such that a particular job has to be5'1' Skill Acquisition
completed in a particular way, then agents will elep For many years the one great constant about
that are highly specialized to perform that taskeT research in skill acquisition was that practiceatask
existence of such highly specialized agents wikbsured led to performance improvements that followed a gow
by the continued demand from the environment fahsu function. This feature of skill acquisition is knovas the
processing. In contrast, a task environment thatiires power law of learning (Newell and Rosenbloom, 1981)
many different performance types in varying corgext As mentioned earlier, however, there has been
demands a flexible set of skills. As a result, &gemill controversy recently about whether or not learning
develop that are smaller in scope, specific torfgrained curves are indeed best described by power functods
details of the task, but be capable of being résuby in fact whether or not the power law should actubfive
other agents in order to complete the overall ta$ius the status of a law. One conclusion that seemsfeaie
performance in such a varying domain is unlikelygach ~ recent discussions of this issue is that power tionc
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learning curves are most often seen in group dadd s, probably more accurate to state that learning debav
data that is averaged over several individualsriiag tends to a power function, with individual casesnbe
curves tend to be far less smooth in individualadat highly subject to ‘noise’. That is, performance eimwill
although there are instances where they do occur ape a power function of practice when performanoeeti
smooth functions (Speelman, 1991). Therefore tve&p0  gata represents an averaging of performance times
law seems only to apply in certain circumstanced an .qjected from groups of people, or component
hence begs the question about its lawfulness. Hmm t rocesses, that each improves individually withcpca

can it be that a generalization applies under som : : .
ccumsiances, bt nderolhers L may or mayppba . 1L [SOESEEY 6 Pover cter, ner e
The Component Theory of Skill Acquisition implies then the power law WigI]I n%t appls Itis importatgtnote

a resolution of this issue. According to the theory then, that the lawful aspect of the power law cof

individual learning curves on tasks are a reflectié the the mathematical broperty of averaging severaltfans
improved performance of component processes (ggents property ging

throughout practice. Some agents will be newly teda rather than from some property of the bra_m._TI_llsnt
for the task and so will probably have a long way t frees our theory and any other theory of skill astjon
improve. Other agents will be virtual modules ire th "0 the constraint that it must contain a learning
sense that they are as good as they are ever et mecham;m that not Only obeys the power law, - but
and so will not contribute to performance improvetse ~ SXPlains it. Our theory, in fact, can explain whywer

on the task. The performance of some agents Willfum:t'.On learning is observed in some circumstares
improve with practice in a smooth manner, other wi not in others, without in fact having a learming

improve according to a step function and therelikedy [neez;rz?r?lsgjr\t/gast rfe(lzlliaocvﬁhg rips(zeW:r: dflégﬁi'i(;g g:clgswely
to be many variants in between these extremes. All 9 agena

agents, however, will need to improve to survivel an complex system competing to perform a task arsithé

there will be limits on the extent of improvement ubiquitous properties of such systems that givetasthe

possible. Indeed some agents may have reached thréegularltles observed in learning.
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