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Figure 1: Illustration of different multiple-access spread spectrum system [13]. 

1.3 Pseudorandom Noise generation 

To spread a narrowband signal to a wideband spectrum, we multiply a binary PN sequence 

with this narrowband signaL For this purpose, the required PN sequence is defined to be a 

maximum-length linear recurring sequence of modulo-2 (i.e. a binary sequence). For a binary 

sequence, the following properties are associated with randomness [14]: 

• A balance of 1 and 0 terms. (More precisely, the disparity [14] is not to exceed 1. 
p 

Thus L (a
0

- 0.5) s: 0.5 i.e. for a PN binary sequence the numbers of the PN code differs 
n=l 

only by one.) 
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• Two sequences of consecutive-like elements of length n for each sequence of 

consecutive-like elements of length 11+ 1. Precisely, in every period, half the sequences 

have length one, one-fourth have length two, one-eighth have length three, etc., as long as 

the number of sequences so indicated exceeds 1. Moreover, due to the previous 

observation, the total number of sequences of l's equals the total number of sequences of 

O's, because the sequences of these two types alternates. 

• Has a two-level auto-correlation function, c ('t) . Explicitly, 

p 

pC ("<) { : ;•= 0 

;0<1<p 
(11) 

Therefore, {a k} is a PN binary sequence if and only if it is a binary sequence which satisfies 

a linear recurrence l4]: 

a,= [ i: c,a,_!Jmodulo2 
I "' l 

(12) 

and has a period p :;; 2" - 1 . The n is referred to as a degree of the PN sequence fa k} [ 14]. 

It is shown [14] that such a PN binary sequence can be generated using shift registers with 

feedback, as shown in Figure 2. 

--------- --~ ------~------- -------------------~--
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Figure 2: PN binary sequence generation using sllifl registers with reed back. (n = 4) 

1.4 Constraints and limitations of DS-CDMA. 

Because the implementation ofCDMA uses lm, correlation codes to separate different signals 

transmitted in the same channel, the limitations to the multiple-access are: 

• The number of low cross-correlation code sequence used. The maximum number of 

simultaneous users of t.he same wideband channel in CDMA is limited by the maximum 

available low correlation code sequence used in the system. 

• The jamming margin of the channel. Jamming margin, JM, in its strictest te1ms, is the 

ability of a receiver to provide a useable receiver outpu1 when an undesired signal is 

present [11]. Jamming margin in a direct sequence system is expressed as 

-~-~---·.~-·-·-······-·- ···-·-····-···--··- --·-··---

·' 
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JM = PG- (NS +internal noise) 
Out 

where PG- Process Gain (refer formula 9) 

internal noise- internal processing losses at the receiver 

s N -signal-to-noise ratio after processing by the receiver 
0"' 

where, 

s s 
- = NxPG 
N out in 

s 
where N. -signal-to-noise ratio received at the receiver 

"' 
and in decibels, 

s 
NOll/ 

s 
= -+PG 

Nirz 

Assuming an ideal receiver, with no internal noise, with formula (13), one can derive the 

CDMA capability in terms of the number of users possible in a particular application [ 11]. 

Example 2: 

(13) 

(14) 

(15) 

For example [ llJ, given a system with a 1.25 MHz spread spectrum bandwidth and a data rate 

of 9.6 Kbps, with required output signal-to-noise ratio of 6.0 dB, and no internal losses, 

jamming margin would be 
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( 
1.25 X 106

) 
JM = !Olog 

9
_
6 

X 103 -6.0 = 15.ldB 

and the maximum number of users would be 

15.1 

10
10 

= 32.35 

if and only if the signal power arriving at the receiver from every user is precisely the same as 

the signal power arriving at that receiver from every other user [ 11]. 

This can only be achieved by [II] 

• Precisely controlling the transmitted power from every user, so that all signal power 

arriving at a given receiver is equal. 

• Controlling the distance of all users so that their arriving signal power at a given receiver is 

equal. 

• Some combination of the above. 

• Last but not least, the channel capacity as illustrated in Shannon's formula (1) for channel 

capacity, clearly shows a channel capacity limitation for all transmission techniques, 

including the DS-CDMA as well. From formula (5), we can see that for a fixed 

signal-to-noise ratio and a bounded bandwidth channel (even with the wide band channel 

there is still a finite boundary), the channel capacity for error-free transmission is also 

fixed. Hence, any increase in number of users beyond the maximum supported by the 

channel capacity, C, would increase the probability of transmission errors. 

--~--------------------------·--------------------------------
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1.5 Advantages of using DS-CDMA. 

DS-CDMA is selected for the following reasons: 

• Since the useful signal is spread out oyer a broad snectrum. selective jammjng or 

fading of the spread sPectrum channel would only result in small loss in the recovered 

signal soectra vower (Figure 3). With digital communication, as long as this 

recovered power spectrum is above a required threshold, no data is lost. 

Furthermore, any intentional jamming of the signal would have to spread its 

jamming signal power across the possible wide band frequency, thus greatly reduci.11g 

the effectiveness of such a jamming. In the application of an indoor microwave LAN, 

channel fading or unintentional jamming usually occurs selectively, hence spread 

spectrum is a definite choice for transmission channel modulation under such 

conditions. 

• Selective addressing capability. It is pllssible to recover a specific narrowband spectrum 

from e sprend spectrum with noise. The 'noise' could be other spectrum spread signals. 

Hence, as long as different signals are spread with different low correlation functions, each 

signal could be specifically recovered from the spread spectrum by despreading each 

signal with its known CDMA low correlation function. 

• Support for multiple access via the use of low correlational spreading: sequences. Even 

though more than one access is spread over the same spectrum at any particular instance, 

the low cross correlational properties of the low correlation CDMA functions, e.g. like the 

Rademacher-Walsh series of orthogonal functions, ensure low inter channel interference. 

• Low density power spectra for signal hiding. As the energy spectrum of the transmitted 

signal is spread ov~r a wide frequency, it js possible for the transmitted signal to be hidden 

by much stronger channel noise. This deters possible "unauthorised" scanning of the 
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transmitted signal. Furthermore, by modulating the transmitted signal with a 

p:eudorandom sequence, the signal is not only spread out but it is also 'scrambled' by the 

spreading PN sequence. Thus inherently, CDMA,like other spread spectrum technique, 

provides a 'secure' channel for transmission. This 'security' is usually not adequate as the 

entire spreading sequence (the spreading sequence together with the low correlation 

CDMA multiplexing code) of a system is fmite in length. Because of this fmite length, it 

can be 'cracked'. Usually data encryption is also used in channels requiring better security 

from unauthorised users. 

• No equal~ser needed. When the transmission rate is much higher than 10 kbps in FDMA 

and TDMA an equaliser is needed to reduce the i:1tersymbol interference caused by time 

delay spread. However, in CDMA normally only a correlator is needed at the receiver end, 

to recover the desired signal from the spread spectrum signaL The correlator is usually 

simpler to implement than the equaliser [15]. 

• No guard time in CDMA. Guard time is required in TDMA between time slots. Guard 

time does occupy the time periods of certain bits. These wasted bits could be used to 

improve quality performance in TDMA. In CDMA guard time does not exist [15]. 

• Less fading. Less fading is observed in wideband signal propagation in a multipath radio 

environment. It is more advantageous to use a wideband signal in urban areas and for 

indoor applications than in suburban areas [151. Hence, CDMA is a natural spread 

spectrum waveform suitable for microceH and in building because it is susceptible to noise 

and interferences [12]. 

• No hard hand· off. Since every cell uses the same COMA wide band channel, the only 

difference is the unique low correlation CDMA sequence allocated to each of the mobile 

terminal. Thus, there is no hand-off from one frequency to another as it moves from one 

~-~~~-------~ - ~---~----- ------~~-- -~--- ·--~----·· 
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cell to another. However a change of assigned low correlation CDMA code would occurs 

as the mobile terminal moves from one cell to the next one. This is called a soft hand-off 

[11]. 

• On a LAN, each station is typica}J.y only transmitting a portion of the time. Hence, the 

CDMA capacity is expressed in terms of the number of active stations at any one given 

time, not the number of total stations. CDMA is advantageous for this type of network 

because it requires no synchronisation of the multiple communication sessions occurring 

at any given time. It also naturally takes advantage of the low duty cycle of transmission of 

the stations [12]. 
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Figure 3: lllustrations of spread spectrum modulation and demodulation, taking into account the 
effects of channel noise [13]. 
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Previous are only but a few advantages of using DS-CDMA for a wireless ATM LAN. 

1.6 Low Correlation Fnnctions 

When a receiver uses matched filter detection - correlator, the output of the detector is the 

correlation function of the local reference signal and the desired signal. When several 

communicators are using the same channel without phase coherence., then it is desirable that 

the cross correlation functions to have small absolute values. 

While in practice, signal defined for continuous time are needed for asynchronous 

communication systems, the application of a sampling theorem reduces the signal design 

~· v v 
problem to one of selecting sets of vectors { (a 1 .. • aL) :v:::l, ... ,M J whose components ai are 

complex numbers with 

L 

c, = 2: Ia:!' = 1 (16) 

i = 1 

Thus here lies the great importance of the cross-correlation function; it is realised that by 

forming the cross-correlation function among a set of M vectors of length L and norm 1, 

c, (17) 

-------
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a decision can be made whether the desired signal of the form a~ is also available in the form 

a~, which is the function of the received signal. This is the case when cvr * 0. In fact, a 

maximum value of cvr' maxlcvr! results, corresponds to the phase shift of a~ against a;. 

A subset of low correlational functions which exhibits ideal cross-correlation characteristics is 

the subset of orthogonal functions. 

Another possible choice of correlation functions is the Gold codes having good 

autocorrelation properties to ease code acquisition. 

1.6.1 Orthogonal functions 

A series <I> n ( t) where (n = 0,1,2, .... ) is said to be orthogonal over the interval 0 ~ t ~ T if 

T 

f<l> (I)<!> (t\ dt = 
n m ' 

0 

;n:::::m 

;n * m 
(18) 

if K = 1, then <I> n ( t) is said to be an orthonormal function. Hence, if we transmit the produr.;t 

of, a signals ( t) , and an orthonormal function ci>
11 

(t) , we can recover the signal component 

s (I) , at the receiver side by multiplying the received signal with th~ same orthonormal 

function, <1>
11 

(t), followed by an integration of this product over the fundamental period of 

<I> 11 ( t) . As observed in formula (18), any other transmissions (i.e. other transmitted signals, 

like the product of s ( r) and <l>m (t) , where 11 * m ), when multiplied with cJ)
11 

(I) and 

integrated from 0 to T would give a result equal to zero. Thus, with the use of orthogonal 

functions, multiple transmitted signals in a wide band channel can be selectively received. 
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1.6.2 Rademacher· Walsh functions 

Rademacher functions constitute a set of incomplete but orthogonal functions [17]. 

Rademacher functions can be represented by a series of square-waves having unit mark-space 

ratio. 

R (n. t) = sgn { sin (2"nt) } (19) 

The first function, R (0, t) , is equal to 1 for the entir~ finite interval 0 s t:::;; T. Tite next a.lld 

subsequent functions are square-waves having odd symmetry. The incompleteness of the 

series can be demonstrated if we consider the summation of a number of Rademacher 

functions. This composite waveform will also have odd symmetry about the centre. However, 

similar, even symmetry functions required for completeness cannot be developed [17]. 

Rademacher functions have two arguments nand t such that R (11, t) has 2n-l periods of 

square-wave over a normalised time base 0 :5: t :5: 1 . The amplitudes of the functions are +1 

and -1. Figure 4 shows a set of Rademacher functions. 
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Figure 4: A set or Rademacher functions. 

They can be derived from sinusoidal functions which have identical zero crossing positions 

and may be obtained from a sinusoidal waveform of appropriate frequency by amplification 

followed by hard limiting [17]. 

Another set of orthonormal functions are Walsh fu!lctions. The Walsh functions fom1 an 

ordered set of rectangular waveform taking only amplitude values +1 and -1. Unlike 
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Rademacher functions, the Walsh rectangular waveform do not have unit mark-space ratio. 

They are defmed over a limited time interval, T, known as the time-base, which requires to be 

known if quantitative values are to be assigned to a function. Like the sine-cosine functions, 

two arguments are required for complete definition, a time instant, t, (usually normalised to 

the time-base as f) and an ordering number, 11, related to frequency via sequency- a way 

which is later described. The function is denoted as: 

wal (n, t) (20) 

and for the most purposes a set of such functions is ordered in ascending value of the number 

of zero crossings (sequency) found within the time-base [17]. The motivation behind the use 

of orthogonal Walsh functions follows from the fact that the product of two Walsh functions 

yields another Walsh function [18]: 

wal (h, 8) wal (k, 8) = wa/ (r, 8) 

Further expansion of formula (21) leads to the following 

wal(h,8)wal(k,8) = wal(hEf>k,8) 

given when hand k are represented as binary numbers. 

From formula (22) we can see that the product of two Walsh function can be achieved by 

modulo-2 adding each of the respective two Walsh function arguments (where k and h are 

written as binary numbers and are added according to the rules 

(21) 

(22) 

---------·------··------------------,-
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0 ED 1 = 1 Ell 0 = 1, 0 Ell 0 ~ 1 Ell 1 = 0 (no carry)). As Walsh functions are orthogonal, 

the product of two Walsh terms 

N-1 

L wal (m, 1) wal (n, 1) 

t = 0 

;11= m 

;n * m 

Hence, to extract a signal from a binaryMWalsh orthogonal encoded signal, we just have to 

XOR that signal with its knowh Walsh function. All other Walsh function encoded signals 

which did not use that particular Walsh function would just return a zero. 

(23) 

A complete set of Walsh functions in natural order (dyadic order, Paley order) can be obtained 

from selected Rademacher function products [17]. This is the most used method of deriving 

Walsh functions in hardware generators because Rademacher functions can be generated using 

binary counters. Such a Walsh function generator was described by Harmuth [18). 

Rademacher-Walsh (RW) functions have been shown to give optimal [19} short-range (i.e. 

indoor) CDMA codes in the sense that they offer the least sensitivity to time base eiTor due to 

propagation delay differences. Unfortunately, they do not have a good power spectrum density 

(PSD). One way of improving the PSD is by spreading the RW functions with a long PN code 

sequence (this is done by OS spreading PN sequence), while suffering the drawback of 

increasing the sensitivity to time base error [19}. 

------·----
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1.6.3 Generation of orthogonal Rademacher-Walsh functions. 

A Walsh function generator having minimum orthogonality error is described by Besslich 

[20]. A detailed explanation of the logic working of such a generator is shown in [20]. It is 

suffice to point out here that this generator functions as a sequential network and uses 

Rademacher functions to derive the complete set of orthogonal Walsh functions. This method 

[20] has a minimised error in orthogonality as any differences in time alignment would be due 

to the tolerances in the switching time of flip-flops, which sets the practical limit of 

orthogonality. 

----·----·- -- --- - -·--· -··· ------- ..... -- . - ··-----= 
32 

--,--



C!o,ck Pulses 
I J ITD 

,-----~ B n LK 

::r-
{--K 

J 

~D iy,'T 
K 

~ r- J n 
\- K 

~ £;:, ~ I 
K 

,--- ~D ,_-::r 
~ K i5 ~ r ~ p-

" I K 9 I 
C) 1,--':::r r- r-

$ 
K E w J ~ 

1 K 

,--- J l ~ ~ K r J p- r---- K 

" v p--r- J 

K 
r- J 

~ ~ I K 

J IV !>= 

1 rU r:r Q K 
Q ,___, K 

•=· 

~ 
_lj_ 

I' 

0 

' 

M 

L 

K 

i 

wal(i) 

; =IS 

I 

14 

2 

13 

3 

I 2 

4 

11 

s 

'" 

,, 
') 

Figure 5: Diagram of gencmtor using NAND gates and JK nip-nops [20]. 

The generator illustrated in Figure 5 can be implemented in COS SAP as long as it is possible 

tc simulate the operation of a JK flip-flop in COS SAP . 

. ------ .. --~----·-·----- ---- ·--- ------··-- ---------
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A JK flip-flop can be replaced by a well known master-slave configuration of logic gates 

given in Figure 6. 

aock--~0-------------~ 0 

Input .gntcs ~la.ster Hip-llop Tronsition Gatc.s Slave flip-nop 

Figure 6: Master-slave equivalent circuit f20J, 

Such logic gates can be easily simulated with system blocks within the COS SAP environment. 

Unfortunately, such a gem.:rator requires the synchronisation between transmitter and receiver. 

Alas, our ATM LAN operates in an asynchronous manner, hence a more suitable method of 

Walsh function generation has to be found. 

Another approach is to 'hard-wire' each of the orthogonal Walsh functions to a specific 

periodic pulse generator. This way, the generation of Walsh functions in both the transmitter 

and receiver are independent from one another, achieving the asynchronous result as desired. 

Furthermore, if changes need to be made (i.e. addition of orthogonal functions to increase 

number of user access). the changes could be easily achieved by just changing the periodic 

wave generated by the system's periodic pulse generator. 1 By 'hard-wiring' the Walsh 

functions into the system, one also achieve another system requirement- the ability to change 
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the available access channel in the simulation model. An illustration of orthogonal Walsh 

functions achievable with a 16 bits periodic pulse is given in Figure 7 and 8. 

Bits 11 
Waverorn 

11 11 11 11 11 11 11 Walsh rune. no. 

-1-1 -1-1 -1-1 -1-1 11 11 II 11 

-1-1 -1-1 11 11 a 11 -1-1 -1-1 

11 11 -1-1 -1-1 11 II -1-1 -1-1 

11 -1-1 -1-1 II II -1-1 -1-1 II -, I I r 
-1-1 

LJ 
II 11 -1-1 11 

LJ 
-1-1 

l 
-1-1 II 

r 
;;-~1-;1 F~II~~-1~-IF,;I,;,I ~..:,:,.11 -I -I II -I -I 
~ru ~ 

II -1-1 II -1-1 II -1-1 II -1-1 

~=~ -8 0 

0 

I 

2 

J 

4 

; 

6 

7 

Figure 7: Orthogonal Walsh ruucfjons representation in waverorm and equivalent bits. 

1. The length of the periodic pulse determines tbe number of available orthogonal Rademacher-Walsh functions, 
i.e. a 16 bits periodic pulse provides 16 orthogonal Rademacher-Walsh functions. Hence, to increase the number 
of orthogonal Rademacher-Walsh functions in a system, we need to increase the length of the periodic pulse 
generated, thus increa!>ing the number of periodic pulse generator used. 
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Figure 8: Orthogonal Walsh runction reprcsentalions. (Continue rrom Figure 7). 

1. 7 Indoor Microwave Channel Characteristics 

As the transmission channel uses the microwave radio spectrum, a brief description of the 

basic characteristics of such a channel is helpful in designing a possible system topology. 
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Microwave signals are easily blocked by meW sheets, hence for the indoor local area network, 

the coverage of one base station cell on one floor would not interfere with the coverage sector 

on the next floor due to the high microwave attenuation by the steel structure of modern 

buildings [21]. 

Two dominant effects of microwave propagation are attenuation and delay [12]. The 

attenuation effect is due to, among other factors, the spreading of radiation. Attenuation due to 

this spreading varies so slowly with frequency that it can be safely considered virtually fixed 

within the signal bandwidth. Other possible attenuation could be due to environment factors, 

i.e. rain attenuation, mechanical factors, i.e. antenna mispointing and multipath fading. 

As the purpose of this thesis is to simulate an indoor wireless microwave ATM LAN in 

COS SAP, the detailed explanation of the channel characteristics of microwave transmission is 

beyond the scope of this work. 

From this thesis's point of view the most important fact of the indoor microwave channel 

properties is the frequency selective nature of the fading. Therefore, wideband signal fading is 

not as severe as narrowband signal fading because wide band signal takes advantage of the 

natural frequency diversity over its signals [15]. 

Multipath fadir~.g is the effect of two or more ray paths of the electromagnetic waves travelling 

from the transmitter to the receiver. This can be caused by inhomogeneous in the atmosphere 

or reflection of radio waves off obstacles, such as walls and furniture [15]. Unlike rain 
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attenuation (unlikely for indoor environment), which also varies with frequency, multipath 

fading can result in a large frequency-dependent attenuation within the narrow signal 

bandwidth. Thia phenomenon is known as selective fading. The mechanism for multipath 

fading is shown in Figure 9. 

Path 

'Ifansmiuer Receiver 

Figure 9: Illustration of two rdy paths between a transmitter and a receiver resulting in different 
propagation delays [15]. 

The worst scenario would be when Path 1 totally cancels out Path 2 as the receiver will 

perceive only the sum of the signals. 

Indoor multipath fading for transmission path with line-of-sight has the characteristics of a 

Rician fading channeL Rician fading occurs if the central limit theorem can be applied for the 

accumulations of in-phase components and quadrature components of each reflections. This 

occurs if the number of reflections is large and none of the reflections substantially dominates 

the joint reflected power [22]. 

Multi path fading can be mitigated using diversity technique, in which two or more 
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independent channels are somehow combined [15]. 

1.8 ATM Systems 

In ATM systems, all infonnation to be transferred is packed into fixed~size slots called cells. 

These cells have a 48 octet information field and a 5 octet header. Whereas the information 

field is available for the user, the header field carries infonnation that pertains to the ATM 

functionality itself, mainly the identification of cells by means of a labeL 

ATM allows the definition and recognition of individual communications by virtue of the label 

field inside each ATM cell header; in this respect, ATM resembles conventional packet 

transfer modes. Like packet switching techniques, ATM can provide a communication with a 

bit rate that is individually tailored to the actual need, including time~ variant bit rate. 

For our purpose, the ATM system uses a minimum bit rate of 2 Mbps. 

1.9 Channel Modulation Techniques 

Due to the multipath fading and signal attenuation experienced by a wireless microwave 

channel, most of the amplitude modulation schemes could not be used. Furthennore, the 

multiple access nature of a spread spectrum system also made the use of frequency modulation 

undesirable. Hence, even though a multipath fading channel inherently displays a certain 

degree of phase distortion in proportion to the degree of deep channel fading, phase 

modulation schemes still present an attractive collection of possible channel modulation 

---- ---- ·--------·---·--··---· --------------·----
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