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Abstract: The Nelson-Siegel (1987) (NS) model has been credited for its high efficacy in the in-sample fitting and out-of-sample forecasting of the term structures of interest rates. The term structure of interest rates, popularly known as the yield curve, is a static function that relates the time-to-maturity to the yield-to-maturity for a sample of bonds at a given point in time. The conventional way of measuring the term structure is by means of the spot rate curve, or yield curve, on zero-coupon bonds. Yet in reality, the entire term structure is not directly observable, which gives rise to the need to estimate it using several approximation techniques. Over the last three decades, various methods to estimate term structures from bond prices have been proposed. In recent years most of the existing studies (as well as major central banks around the globe) have been employing the class of NS models to estimate and construct zero-coupon yield curves.

This paper aims to study the term structure of the Japanese bond yields by employing the NS model vs other non-NS models using five different sets of zero-coupon bond yield rates data obtained from the Bank of Japan covering the period spanning from January 2000 to November 2007. This period has been chosen because it clearly exhibits the liquidity trap problem, which forces all bond yields to remain close to zero for an extended period. We propose 18 different NS models, each with different decay components and time series appendages, against 14 other non-NS models ranging from the simple random-walk model to complicated specifications like the VAR and VECM models. A h-period(s)-ahead out-of-sample expanding window forecast is conducted for each of these 32 different models, using daily, weekly and monthly bond yields of 15 different maturities.

This study has demonstrated that due to the presence of liquidity trap in Japan, out-of-sample expanding window forecasts in general perform inferiorly vis-à-vis other non-NS models, and this is coupled with the other problem of obtaining negative yield forecasts for bonds with shorter maturities. Moreover, the results show that the NS class of models can be useful in forecasting shorter horizons like weeks and days, works better with a decay rate other than the conventional way of treating it as the value that maximizes the loading on the medium-term factor at exactly 30 months, and can work well with time series models such as GARCH and EGARCH in terms of volatility forecasting. It is also found that, when the NS models are used for yield forecasts, the NS-VAR model should be considered since it is up to par against the competitor models, even with liquidity trap at work.
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1. INTRODUCTION

The term structure of interest rates, popularly known as the yield curve, is a static function that relates the time-to-maturity to the yield-to-maturity for a sample of bonds at a given point in time. The conventional way of measuring the term structure is by means of the spot rate curve, or yield curve, on zero-coupon bonds. Yet in reality, the entire term structure is not directly observable, which gives rise to the need to estimate it using several approximation techniques. There are a wide variety of diverse yield models in the literature. The major goal of these models is to describe the future yield curve structure as best as possible. However, the modelling of a yield curve is more complicated than the modelling of a stock derivative, and the models for the yield curve structure alone are more complex as well. In recent years, the Nelson-Siegel (1987) (NS) model and its extended models have been credited for its high efficacy in the in-sample fitting and out-of-sample forecasting of the term structures of interest rates. Many existing studies (as well as some major central banks around the globe) have been employing the class of NS models including the Svensson-Soderlind model to estimate and construct zero-coupon yield curves.

The primary goal of this paper is to investigate the Nelson-Siegel and the extended NS models on their forecasting performances, and to examine the term structure of the Japanese bond yields by employing the NS model vs other non-NS models using five different sets of zero-coupon bond yield rates data obtained from the Bank of Japan covering the period spanning from January 2000 to November 2007. In particular, we propose 18 different NS models, each with different decay components and time series appendages, against 14 other non-NS models ranging from the simple random-walk model to complicated specifications like the VAR and VECM models. A h-period(s)-ahead out-of-sample expanding window forecast is conducted for each of these 32 different models, using daily, weekly and monthly bond yields of 15 different maturities. The sample period was chosen because it clearly exhibits the liquidity trap problem, which forces all bond yields to remain close to zero for an extended period.

This study has demonstrated that due to the presence of liquidity trap in Japan, out-of-sample expanding window forecasts in general perform inferiorly vis-à-vis other non-NS models, and this is coupled with the other problem of obtaining negative yield forecasts for bonds with shorter maturities. Moreover, the results show that the NS class of models can be useful in forecasting shorter horizons like weeks and days, works better with a decay rate other than the conventional way of treating it as the value that maximizes the loading on the medium-term factor at exactly 30 months, and can work well with time series models such as GARCH and EGARCH in terms of volatility forecasting. It is also found that, when the NS models are used for yield forecasts, the NS-VAR model should be considered since it is up to par against the competitor models, even with liquidity trap at work.

The rest of this study is organized as follows. Section 2 discusses the NS model and the extended NS models as well as the methodology used in this study. Section 3 analyzes the data sets, namely, the daily, weekly and monthly spot rates to be used in this study, and evaluates the various forecast results. The last section concludes with implication drawn from our findings.

2. METHODOLOGY AND THE MODEL

We discuss the Nelson and Siegel model in this section. Assume that spot rates are obtained from a second-order differential equation with real and unequal roots. The instantaneous forward rate function \( f_t(\tau) \) at maturity \( \tau \) is defined as:

\[
f_t(\tau) = b_{1,t} + b_{2,t} e^{-\tau/\lambda_{2,t}} + b_{3,t} e^{-\tau/\lambda_{3,t}},
\]

(1)

Where \( \lambda_{1,t} \) and \( \lambda_{2,t} \) are time constants associated with the equation, and the parameters \( \beta_{1,t}, \beta_{2,t} \) and \( \beta_{3,t} \) are determined by the initial conditions. Yet, this model was deemed to be over-parameterized by Nelson and Siegel (1987), and having too many parameters makes it difficult for any standard nonlinear estimation software to converge. For this reason, equation (1) was further streamlined by setting \( \lambda_t = \lambda_{1,t} = \lambda_{2,t} \) and adding \( \frac{1}{\lambda_t} \) to the factor loading on \( b_{3,t} \), thereby transforming the forward rate curve into the following form:
With this transformation, the forward rate curve can now be seen as a constant plus a Laguerre function, which is basically a product of a polynomial and an exponential decay term. Intuitively, this particular forward rate curve can be assumed to be the solution to a second-order differential equation with equal roots for spot rates. By taking the average of forward rates over different maturities, the corresponding spot rate or yield curve can then be obtained:

\[ y_i(t) = \beta_{1,1} + \beta_{2,1} \left( \frac{1-e^{-t/\lambda_1}}{t/\lambda_1} \right) + \beta_{3,1} \left( \frac{1-e^{-t/\lambda_2}}{t/\lambda_2} - e^{-t/\lambda_1} \right) \]

As the NS yield curve corresponds to a discount curve that begins at one at zero maturity and approaches zero at infinite maturity, following Fabozzi et al. (2005), Diebold and Li (2006) and Diebold, Rudebusch, and Aruoba (2006b), we treat \( \lambda_i \) as a multiplier and hence transform equations (2) and (3) into:

\[ f_i(t) = \beta_{1,1} + \beta_{2,1} e^{-\lambda t} + \beta_{3,1} \lambda_i t e^{-\lambda t} \]

\[ y_i(t) = \beta_{1,1} + \beta_{2,1} \left( \frac{1-e^{-\lambda t}}{\lambda t} \right) + \beta_{3,1} \left( \frac{1-e^{-\lambda t}}{\lambda_2 t} - e^{-\lambda t} \right) \]

which are used for all in-sample fitting and out-of-sample forecasting exercises in the study. In the NS model, the exponential decay rate \( \lambda_i \) controls the speed of decay for the NS yield function \( y_i(t) \). Theoretically speaking, a smaller value of \( \lambda_i \) is supposed to produce slow decay and can thus better fit the yield curve at long maturities; whereas a greater \( \lambda_i \) exhibits the direct opposite of producing an accelerated decay which results in the better fitting of the curve at short maturities. However, a challenge faced is how to choose a suitable decay rate \( \lambda_i \) for each single point in time. As regards the three coefficients \( \beta_{1,1}, \beta_{2,1} \) and \( \beta_{3,1} \), which are called the “latent level, slope and curvature factors” in Diebold and Li (2006), they each have their own idiosyncratic traits. The long-term factor, \( \beta_{1,1} \), governs the yield curve level since an increase in this coefficient raises all short- and long-term yields equally, thereby changing the level of the yield curve. \( \beta_{2,1} \) relates to the short-term factor and is closely associated with the yield curve slope. \( \beta_{3,1} \) is closely linked to the yield curve curvature and it may be viewed as a medium-term factor, akin to its loading \( \frac{\ln e^{-\lambda t}}{\lambda t} - e^{-\lambda t} \).

The NS model was late extended by researchers including Litterman and Scheinkman (1991), Björk and Christensen (1999), Bliss (1997) and Svensson (1994) to explore more flexible NS specifications, either through the use of additional factors, further decay parameters, or by a composite of both. Some of these extensions have been tested in other papers, though the results were mixed. It is generally found that extensions like Litterman-Scheinkman’s (1991) two-factor model are overly simplistic and yield inaccurate results, whereas models such as the Svensson extension are currently welcomed by major banks around the globe.

We now turn to the discussion of general specification of the models. Let \( Y_t \) be a \( N \times 1 \) vector of observed spot rates or yields which is dependent on \( N \) different maturities, such that \( Y_t = [y_1(\tau_1) \ldots y_N(\tau_N)] \), at any one point in time. In order to facilitate term structure forecasting, we incorporate dynamics to create time-series models for the collected \( \beta_i \) factor estimates, and then assess the models performance. Models selected for the factor forecast include RW, AR(p), VAR(p), GARCH and EGARCH specifications. Given the
voluminous literature on ARCH, models built around this concept have become an indispensable tool for financial analysts, bankers and fund managers throughout the world. McAleer (2005) gives a recent exposition of a wide range of univariate and multivariate, conditional and stochastic models of volatility, and other recent surveys have examined multivariate extensions of the original GARCH framework (Bauwens et al., 2006; Masoumi and McAleer, 2006; and Caporin and McAleer, 2012). Unlike Diebold and Li (2006) and de Pooter (2007) who conveniently assumed first orders for all their time series models, in this study we adopt a more cautious approach by first finding the respective optimum orders with the help of various information criteria. Thus, we define the general specification of the NS model as follows:

\[ Y_t = X_t \beta_t + \epsilon_t \]  

(6)

\[ \beta_t = \mu + \Phi \beta_{t-1} + \nu_t \]  

(7)

where \( X_t \) is a \((N \times K)\) matrix of factor loadings which are potentially time-varying if the decay parameter(s) are estimated together with the factors, \( \beta_t \) is a \((K \times 1)\) vector of factors and its order of integration is assumed to be \( I(0) \) at this point in time, and \( \epsilon_t \) is a \( N \times 1 \) vector of estimation errors and each component within it is assumed to be independent across maturities and have different variance terms \( \sigma^2(\tau) \). \( \mu \) is a \((K \times 1)\) vector, while \( \Phi \) is a \((K \times K)\) square matrix, and \( \nu_t \) is also a \((K \times 1)\) vector of residuals for the time series model. It is also assumed that the measurement equation and state equation error vectors are both orthogonal and normally distributed, such that:

\[ \begin{bmatrix} \epsilon_t \\ \nu_t \end{bmatrix} \sim \mathcal{N} \left( \begin{bmatrix} 0_{N \times 1} \\ 0_{K \times 1} \end{bmatrix}, \begin{bmatrix} H & 0 \\ 0 & Q \end{bmatrix} \right) \]  

(8)

where \( H \) represents a diagonal \((N \times N)\) measurement equation covariance matrix, and \( Q \) denotes a state equation covariance matrix, which may be assumed to be either a diagonal \((K \times K)\) matrix or a full matrix, depending on the estimation procedure. For instance, \( Q \) (and also \( \Phi \)) are diagonal if we consider separate AR(p) models for each factor; on the contrary, \( Q \) (and \( \Phi \)) are full matrices when a joint VAR(p) estimation is carried out instead. The NS GARCH (1,1) model used for forecast is specified as follows:

\[ \Delta \tilde{\epsilon}_{t,k} = \Delta \tilde{\epsilon}_{t,k-1} + \Delta \tilde{\epsilon}_{t,k} \left( \frac{1-e^{-tr}}{\lambda t} \right) + \Delta \tilde{\epsilon}_{t,k} \left( \frac{1-e^{-tr}}{\lambda t} - e^{-tr} \right) \]  

(9)

\[ \Delta \beta_{t,k} = \mu_{t,k} + \epsilon_{t,k}, \quad \epsilon_{t,k} \sim \mathcal{N}(0, \sigma^2_{t,k}), \quad i = 1, 2, 3 \]  

(10)

\[ \sigma^2_{t,k} = \omega + \alpha e_{t,k}^2 + \beta \sigma^2_{t,k} \]  

(11)

And the EGARCH(1,1,1) with AR(1) in the mean equation can be expressed as follows when combined with the NS model:

\[ \Delta \tilde{\epsilon}_{t,k} = \Delta \tilde{\epsilon}_{t,k-1} + \Delta \tilde{\epsilon}_{t,k} \left( \frac{1-e^{-tr}}{\lambda t} \right) + \Delta \tilde{\epsilon}_{t,k} \left( \frac{1-e^{-tr}}{\lambda t} - e^{-tr} \right) \]  

(12)

\[ \Delta \beta_{t,k} = \mu_{t,k} + \phi \Delta \beta_{t,k-1} + \epsilon_{t,k}, \quad \epsilon_{t,k} \sim \mathcal{N}(0, \sigma^2_{t,k}), \quad i = 1, 2, 3 \]  

(13)

\[ \ln(\sigma^2_{t,k}) = \omega + \alpha \frac{\epsilon_{t,k}^2}{\sigma^2_{t,k}} + \beta \ln(\sigma^2_{t,k-1}) + \gamma \frac{\epsilon_{t,k}}{\sigma_{t,k-1}} \]  

(14)
3. EMPIRICAL ANALYSIS

3.1 Data Description

For the purpose of in-sample fitting and out-of-sample forecasting, we collected five different sets of zero-coupon bond yield rates data from the Bank of Japan archives, including daily yield (1888 observations), weekly yield (408), and monthly yield (94), spanning almost eight years from January 2000 to November 2007. This period was chosen because it clearly exhibits the liquidity trap problem, which forces all bond yields to remain close to zero for an extended period. Similar to the United States, Japan applies a particular variant of the “smoothing splines” method in the estimation of zero-coupon yield rates. It means that the instantaneous forward rate curves, expressed as a linear combination of cubic B-splines, are constructed from price quotes on selected risk-free fixed income assets: 3-, 6-, 120- and 240-month bonds. Following that, the forward rate curves are interpolated by using smoothing splines, after which the spot rates can then be computed by taking the average over the forward rates. The purpose for us to use the daily and weekly yield rates is to test the robustness of the NS model at the daily and weekly levels. Also, utilizing yield rates on daily and weekly bases allow for a larger sample, which in turn makes the estimates more stationary. We also pool all the data sets into fifteen fixed maturities, i.e., 3, 6, 12, 24, 36, 48, 60, 72, 84, 96, 108, 120, 180, 240, and 360 months, which will greatly simplify our estimation and forecasting sequences.

To save space, we show in Figure 1 the time-series of zero-coupon yield curves for 3-, 12-, 60-, 120- and 360-month bonds, based on monthly raw data from January 2000 to November 2007. Two observations can be noticed: there is a low-yield period between 24 to 36 months for all types of bonds from January 2000; and bonds with maturities of 12 months or less have yields close to zero from 12 months onwards until 72 months. The former characteristics may suggest a possible structural break, corresponding to the privatization of the Postal Savings System as well as a complete overhaul of the existing financial structure in Japan. The latter is a classic example of “liquidity trap”. Table 1 reports the summary of the descriptive statistics for monthly yields from January 2000 to November 2007. As it can be seen in Table 1, the mean values confirm that the average yield curve is characterized as upward sloping and concave, and the standard deviation reveals that it is most volatile for medium and long-term maturities, but more stable for the shorter-term maturities. One possible explanation is that the presence of liquidity trap forces short-term yields to converge towards zero, thereby “stabilizing” it. It is also noted that sample serial autocorrelations at a displacement of 1 month for all maturities, as well as pairwise correlations between yields that have close maturities are extremely high. In addition, the descriptive statistics on daily and weekly data lead to more or less the same conclusions, except for the fact that serial autocorrelations remained very high even up to a displacement of 24 months for all maturities, and the Jarque-Bera probability converges to zero as the number of observations gets larger.

3.2 Empirical Results

We conducted in-sample fitting exercise by estimating equation (5) using different values for $\lambda$. In particular, following Diebold and Li (2006) we performed OLS estimation of equation (5) by assigning $\lambda$. 

Table 1: Descriptive Statistics for Monthly Data

<table>
<thead>
<tr>
<th>Maturity (Months)</th>
<th>Mean</th>
<th>Median</th>
<th>Maximum</th>
<th>Minimum</th>
<th>Std. Dev.</th>
<th>Skewness</th>
<th>Kurtosis</th>
<th>Jarque-Bera Probability</th>
<th>$\rho_1$</th>
<th>$\rho_2$</th>
<th>$\rho_3$</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td>0.129</td>
<td>0.010</td>
<td>0.650</td>
<td>0.001</td>
<td>0.201</td>
<td>1.358</td>
<td>3.354</td>
<td>0.000</td>
<td>0.892</td>
<td>0.108</td>
<td>0.090</td>
</tr>
<tr>
<td>6</td>
<td>0.161</td>
<td>0.011</td>
<td>0.700</td>
<td>0.001</td>
<td>0.214</td>
<td>1.327</td>
<td>3.205</td>
<td>0.000</td>
<td>0.905</td>
<td>0.109</td>
<td>0.095</td>
</tr>
<tr>
<td>12</td>
<td>0.181</td>
<td>0.014</td>
<td>0.785</td>
<td>0.008</td>
<td>0.230</td>
<td>1.186</td>
<td>2.955</td>
<td>0.000</td>
<td>0.896</td>
<td>0.118</td>
<td>0.094</td>
</tr>
<tr>
<td>24</td>
<td>0.319</td>
<td>0.135</td>
<td>1.025</td>
<td>0.050</td>
<td>0.296</td>
<td>0.911</td>
<td>2.445</td>
<td>0.000</td>
<td>0.907</td>
<td>0.123</td>
<td>0.116</td>
</tr>
<tr>
<td>36</td>
<td>0.464</td>
<td>0.202</td>
<td>1.124</td>
<td>0.077</td>
<td>0.307</td>
<td>0.665</td>
<td>2.002</td>
<td>0.000</td>
<td>0.916</td>
<td>0.130</td>
<td>0.117</td>
</tr>
<tr>
<td>48</td>
<td>0.597</td>
<td>0.402</td>
<td>1.294</td>
<td>0.128</td>
<td>0.505</td>
<td>0.869</td>
<td>1.869</td>
<td>0.011</td>
<td>0.926</td>
<td>0.139</td>
<td>0.120</td>
</tr>
<tr>
<td>60</td>
<td>0.700</td>
<td>0.602</td>
<td>1.478</td>
<td>0.164</td>
<td>0.555</td>
<td>0.314</td>
<td>1.834</td>
<td>0.032</td>
<td>0.935</td>
<td>0.142</td>
<td>0.122</td>
</tr>
<tr>
<td>72</td>
<td>0.911</td>
<td>0.859</td>
<td>1.595</td>
<td>0.224</td>
<td>0.555</td>
<td>0.145</td>
<td>1.951</td>
<td>0.059</td>
<td>0.926</td>
<td>0.151</td>
<td>0.140</td>
</tr>
<tr>
<td>96</td>
<td>1.258</td>
<td>1.255</td>
<td>1.855</td>
<td>0.341</td>
<td>0.542</td>
<td>0.277</td>
<td>2.014</td>
<td>0.034</td>
<td>0.934</td>
<td>0.162</td>
<td>0.147</td>
</tr>
<tr>
<td>120</td>
<td>1.560</td>
<td>1.576</td>
<td>2.054</td>
<td>0.464</td>
<td>0.534</td>
<td>0.521</td>
<td>2.012</td>
<td>0.052</td>
<td>0.938</td>
<td>0.174</td>
<td>0.156</td>
</tr>
<tr>
<td>180</td>
<td>1.668</td>
<td>1.671</td>
<td>2.219</td>
<td>0.654</td>
<td>0.514</td>
<td>1.006</td>
<td>2.108</td>
<td>0.000</td>
<td>0.901</td>
<td>0.172</td>
<td>0.111</td>
</tr>
<tr>
<td>240</td>
<td>1.907</td>
<td>1.906</td>
<td>2.500</td>
<td>0.904</td>
<td>0.292</td>
<td>1.566</td>
<td>6.095</td>
<td>0.000</td>
<td>0.906</td>
<td>0.135</td>
<td>0.093</td>
</tr>
<tr>
<td>360</td>
<td>2.261</td>
<td>2.245</td>
<td>2.991</td>
<td>1.014</td>
<td>0.137</td>
<td>1.055</td>
<td>6.355</td>
<td>0.000</td>
<td>0.870</td>
<td>0.114</td>
<td>0.077</td>
</tr>
</tbody>
</table>

Figure 1: Japanese Zero-Coupon Yields for Various Maturities for Monthly Data
equal to 0.0598 and 0.0299, and also NLS estimation assuming \( \lambda \) is time varying with daily, weekly and monthly yield data from January 2000 to November 2007. The results (not reported due to space limitation but available upon request) show that in general the long-term factor (\( \hat{\beta}_{L}^{OLS} \)) and the medium-term factor (\( \hat{\beta}_{M}^{OLS} \)) are found more persistent than the short-term factor (\( \hat{\beta}_{S}^{OLS} \)), which is consistent with the stylized facts that yield dynamics are persistent and longer rates are more persistent than the short rates. It is also found that the pairwise correlation between \( \hat{\beta}_{L}^{OLS} \) and \( \hat{\beta}_{M}^{OLS} \) is the largest in all the three cases and also significantly negative.

We have conducted the \( h \)-period(s)-ahead expanding window forecasting for both the NS and non-NS models, but report in Table 2 the results for one-week ahead expanding window only due to space limitation. The rest of the results are available upon request.

Table 2: Out-of-Sample 1-Month-Ahead and 3-Months-Ahead Expanding Window Forecasting Results

<table>
<thead>
<tr>
<th>Model</th>
<th>1-Month-Ahead Forecast</th>
<th>3-Months-Ahead Forecast</th>
</tr>
</thead>
<tbody>
<tr>
<td>AR</td>
<td>0.0952 0.2277</td>
<td>0.0254 0.1052</td>
</tr>
<tr>
<td>VAR</td>
<td>0.1283 0.1848</td>
<td>0.0598 0.0398</td>
</tr>
<tr>
<td>VECM</td>
<td>0.1169 0.1515</td>
<td>0.0369 0.0224</td>
</tr>
</tbody>
</table>

As regards the yield forecasting, the RW model seems work exceptionally well in most cases, and both the AR and VAR models produced almost similar and relatively fine forecasts. There is also a tendency for these two models to converge towards the RW model, which means that, when the selection criteria of significant coefficients becomes more stringent, many of those coefficients on the lagged regressors as well as the constant term were found to be insignificant and the model ultimately becomes a RW. In contrast, for the weekly and daily forecasts, the NS models (except for NS-VAR) generally performed worse than the non-NS models (except VECM). For monthly forecasts, the NS models appear to function well when it comes to longer horizons, particularly for 12-months-ahead forecasts. On top of that, the NS-VAR model performed roughly the same for all three variations of decay rates. It is also interesting to note that the NS-RW and NS-AR specifications when \( \lambda = 0.0299 \) yields the lowest TRMSPE among the three decay rates, which indicates that Diebold’s choice of \( \lambda \) is not necessarily the best one available.

On the other hand, the results indicate that the non-NS models outperform the NS models in volatility forecasts with the presence of liquidity trap. This finding actually is not a surprise as liquidity trap has impelled bond yields towards zero and less volatile. As regards the various decay rates, it appears that the lowest ARMSPEs and TRMSPEs are attained when \( \lambda = 0.0598 \) in most cases, while the NLS-estimated model with \( \lambda \) set at 0.033 performed a lot worse. This result confirms that a faster decay rate allows forecasted conditional volatility to converge quickly to zero. As liquidity trap has induced actual volatility close to zero, the NS model with the largest \( \lambda \) is likely to stand out from the rest.
4. CONCLUDING REMARKS

We have demonstrated that due to the presence of liquidity trap in Japan, out-of-sample expanding window forecasts for the NS models in general perform inferiorly vis-à-vis the non-NS models, and this is coupled with the other problem of obtaining negative yield forecasts for bonds with shorter maturities. Moreover, the results show that the NS class of models can be useful in forecasting shorter horizons like weeks and days, works better with a decay rate other than the conventional way of treating it as the value that maximizes the loading on the medium-term factor at exactly 30 months, and can work well with time series models such as GARCH and EGARCH in terms of volatility forecasting. It is also found that, when the NS models are used for yield forecasts, the NS-VAR model should be considered since it is up to par against the competitor models, even with liquidity trap at work.
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