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Chapter 1. General Introduction 

1.1 - World Energy and Water Demands 

Continued growth in global energy demand means increased fossil fuel consumption and 

higher emissions. Society is becoming more environmentally aware of carbon emissions and 

the need for sustainable energy to replace fossil fuels. Interest internationally and in Australia 

is directed to the utilisation of renewable sources [1] with the aim of reducing emissions 

associated with electricity generation via fossil fuels.  Figure 1.1, sourced from the Key 

Energy Statistics 2014 by the International Energy Agency [2], indicates that only 0.1% of 

total power was generated renewably (via solar, wind, geothermal etc.) in 1973 compared to 

1.1% in 2012. Over the same period, there was a corresponding increase in power generation 

based on fossil-fuels from 6,106Mtoe to 13,371Mtoe (1Mtoe=11,630 GWh).  

 

Figure 1.1 - World total primary energy supply Ratios for countries of the Organisation of 

Economic Co-operation and Development (OECD). Source: [2] 

Whilst population growth contributes to a rise in total power consumption, the demand for 

potable water also increases across four main sectors including agriculture, production of 

energy, industrial uses and human consumption. The production of crops and livestock is the 

1 
 



most demanding on water reserves accounting for 70% of all water withdrawn [3].  

Furthermore, the transport of potable water to remote locations also provides additional costs. 

In some countries, the supply cost ($/m3) of potable water can be up to 800% more compared 

to non-potable water at the same location [4, 5].  This provides an opportunity to utilise on-

site desalination systems reducing the cost of potable water generation through effective on-

site energy management [5-7].  

Desalination has the potential to help meet rising worldwide water demands, but is limited by 

its cost due to the relatively large specific energy consumption (kWhr/m3). The energy 

consumption of desalination also has an environmental impact, in particular the release of 

carbon dioxide (CO2) into the atmosphere through the burning of fossil fuels. Additionally, 

the effects of climate change and demographics can exacerbate widespread problems with 

access to potable water for many small (marginalised) or coastal communities. In its 2010 

report, the National Centre of Excellence in Desalination, an Australian government initiative 

for the study of water security against the natural variability of rainfall and potential future 

impacts of climate change reported that “the need is urgent for large-scale production of 

potable water from alternative water supplies for Australia’s metropolitan and rural regions, 

including affordable and sustainable desalination technologies” [8].  

1.2 - The Role of Renewable Energy 

The central focus of world energy policy in recent years is aimed at increasing the proportion 

of energy derived from renewables as seen in Figure 1.1, and thus reducing dependence on 

fossil energy sources [1, 9]. Renewable energy is generated from naturally occurring 

resources including sunlight and wind as well as hydroelectric, tidal and geothermal sources. 

Energy produced through renewable sources provides a “clean” alternative for the production 

of electricity compared to fossil based fuels. Electricity production through renewable 

sources is naturally sustainable and can significantly reduce carbon emissions compared to 

fossil fuels. However, while renewable energy is environmentally friendly, its disadvantages 

are low energy conversion efficiencies, high set-up cost and intermittent supply when 

compared to fossil fuels [9].  
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Figure 1.2 - Western Australian remote power generation. Source: [10] 

Figure 1.2 highlights diesel generators as the primary source of energy, alongside natural gas, 

for remote locations in Western Australia. For rural communities away from hydroelectric 

sources, solar and wind have the potential to alleviate dependence on diesel in addition to 

decreasing the carbon footprint. In particular, the attractiveness of solar-PV systems lies in 

their good reliability and relative ease of installation, particularly for small scale applications. 

The major advantage of using solar-PV panels is that, once panels are set up their operational 

cost and reliability are favourable. The main disadvantage of solar-PV panels is their low 

efficiency energy conversion and dependence on seasonal environmental conditions (e.g. 
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temperature and cloud cover during daylight hours) affect power output. Conventional solar-

PV panel efficiencies are typically between 15-20% [11].  

Due to the intermittent nature of both solar and wind, two options exist to provide reliable 

power supply:  

• In conjunction with renewable energy, use fossil fuel generators to make up the 

deficit; or 

• Store excess renewable energy, so that the stand-alone energy system can run when 

available renewable energy is insufficient. 

To ensure minimal dependence on fossil fuels for power generation, localised energy storage 

and improvements in the overall efficiency of the energy system are needed. While many 

other forms of energy storage exist (i.e. flywheels, capacitors or hydrogen), batteries are most 

commonly integrated into stand-alone energy systems [12] but they are not adequate for long 

term (seasonal) storage due to high parasitic losses and relatively low storage capacities [13]. 

The potential of hydrogen as an energy carrier provides the ideal opportunity for both 

seasonal storage and meeting daily power requirements through an energy conversion device 

(e.g. fuel cell). 

1.3 - The Hydrogen Economy 

Global awareness about the carbon emissions has generated considerable interest 

internationally and in Australia in the ‘hydrogen economy’, whereby hydrogen is considered 

as an energy carrier which is utilised via a fuel cell for power generation to provide an 

alternative to fossil fuels. Hydrogen is attracting significant research globally as a possible 

long term, renewable energy carrier as opposed to fossil fuels.  Its advantage is as a clean 

energy source, when derived from renewable sources, for fuel cell systems. Hydrogen is the 

most abundant element on Earth and burns readily with oxygen, releasing considerable 

amounts of energy as heat with only water as a chemical by-product and no carbon-based 

greenhouse gas emissions.  

2𝐻𝐻2 + 𝑂𝑂2 → 2𝐻𝐻2𝑂𝑂 
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While fuel cell technology has allowed various stationary and vehicle applications to be 

possible as listed in section 1.4, there are technical and economic challenges that have limited 

the uptake of the use of hydrogen as an alternative fuel. These challenges include: 

• Large-scale hydrogen production from fossil fuels must currently be used until 

hydrogen can be obtained economically from renewable sources;  

• Infrastructure for hydrogen delivery and filling stations; 

• Improved technologies for hydrogen transport and long term storage; 

• Fuel cells with improved reliability and lower costs; and 

• Addressing public concerns about safety. 

Hydrogen is highly flammable with a high energy content by weight (nearly three times that 

of gasoline), but has a low energy density by volume at a standard temperature and 

atmospheric pressure. However, hydrogen is a carrier of energy and must be used in 

combination with devices such as fuel cells to generate useful electricity. Furthermore, 

hydrogen does not exist in a natural state and must be refined.  

Today, hydrogen for use as a feedstock for industrial processes where power generation is not 

the function, is most commonly produced through steam reforming of natural gas. Although 

other techniques exist such as partial oxidation, pyrolysis, biomass and water electrolysis [14, 

15], the drawback of the generating hydrogen through hydrocarbons is the resulting carbon 

emissions. In this regard, it is desirable to produce hydrogen from water electrolysis using 

renewable energy sources rather than fossil fuels because emissions are minimised but is 

usually more costly because it requires greater energy expenditure than using fossil fuels. 

Generated hydrogen on-site, is an attractive option for remote communities which cannot be 

economically supplied via the electrical grid. 

1.4 - Stand-Alone Energy Systems 

A stand-alone energy system can generally be considered as a power system, not connected 

to the main electrical grid, which is solely responsible for providing power to meet external 

load demands. Stand-alone systems are most commonly utilised in remote locations where 

connecting to the electrical grid is too expensive. Such systems can be easily be deployed and 

can be custom designed for a variety of applications including: 
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• Telecommunications: e.g. back-up and UPS systems for mobile phone network 

infrastructure in remote areas [16] 

• Agriculture: e.g. water pumping [5, 17] 

• Environmental: e.g. habitat monitoring [18] 

• Power generation: e.g. power supply for remote communities [19] 

• Marine: e.g. fresh water production and powering ships [20] 

However, many of these systems are still largely reliant on fossil fuels with renewable 

sources increasingly being integrated [21]. Among stand-alone renewable energy systems, 

various technological options are suitable for different applications using combinations of 

renewable sources. Commonly, solar and wind are the preferred sources of renewable energy 

for small scale applications [22]. Additionally, devices such as Reverse Osmosis can be 

integrated into renewable energy systems to provide water in periods of excess renewable 

energy (i.e. act as a useful dump load) for electrolysis or drinking requirements. 
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Table 1.1 - Summary of methods used in each chapter.1 

Chapter 1 provides a general introduction to the global energy situation as well as potable 

water generation for remote locations. This serves to highlight the need for increased use of 

renewable energy in power generation, particularly outside of the main electrical grid. The 

chapter then moves to present the broad research questions and outcomes which the thesis 

will address. 

Chapter 2, published in Desalination, reviews current literature pertaining to stand-alone 

energy systems incorporating desalination and system component models used in such 

systems. It then details a methodology used to model a small-scale, stand-alone, solar-PV 

powered Reverse Osmosis (RO) system (Figure 1.3a), which forms the first subsystem (water 

generation), investigating the effect of including system component intricacies. It explains 

dynamic device characteristics and analyses the scale of solar-PV panels, with and without 

battery storage, in terms of total annual desalinated water produced. 

Chapter 3, published in the International Journal of Hydrogen Energy, extends upon Chapter 

2 through the inclusion of a PEM electrolyser in the system architecture (Figure 1.3b) 

forming the second subsystem (hydrogen generation). Based on literature for solar irradiance 

prediction techniques, a methodology to study renewable energy intermittency on system 

performance is proposed. The impact on the operational characteristics of a stand-alone, 

solar-PV hydrogen generation system is analysed using two different solar irradiance 

prediction techniques for different battery storage capacities. The comparison between the 

performance of the ASHRAE clear sky model and Neural Network prediction is conducted 

1 Details for ASHRAE and PSO (optimisation algorithm) can be seen in Chapter 3.7 and 

Appendix F, respectively. HOMER is a well-known sizing tool for energy systems. 

ASHRAE
Neural 

Network
Meteorological 

Data
Device 

Transients PSO HOMER
Electric 

Load
Water 
Load

Chapter 2 X X

Chapter 3 X X X X

Chapter 4 X X X X X

Chapter 5 X X X X X X

Research Methods
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for two seasons (Western Australian winter and summer) which provide two levels of solar 

irradiance intermittency.     

Chapter 4 further develops upon the stand-alone hydrogen energy system used in Chapter 3 

by examining the impact of renewable energy intermittency and optimisation on the 

operational characteristics of the full system depicted in Figure 1.3c. Published in the 

International Journal of Hydrogen Energy, this chapter demonstrates the validity of applying 

Particle Swarm Optimisation (PSO) on the sizing and Power Management Strategy (PMS) 

deployed in such systems for a single objective function. The proposed optimisation method 

additionally identifies the choice of PSO acceleration parameters that yield best results. Three 

scenarios are developed for the analysis of implementing PSO, and a comparison with a 

simplistic method is made. 

Chapter 5, published in Energy, investigates the techno-economic and environmental 

feasibility in sizing a stand-alone solar-PV hydrogen energy system (Figure 1.3c) for two 

external demand profiles (electric and water). In this chapter, the effect of scalability of water 

storage capacity and electric demand on system performance, when using two optimisation 

techniques (HOMER and PSO) to minimise Net Present Cost (NPC) and CO2 emissions, is 

identified. 

Chapter 6 provides a brief overview of the study, including a statement of the problem and 

the methods involved. The chapter then provides a summary and discussion pertaining to the 

four research questions developed in Chapter 1. Furthermore, the relevance of the results 

when designing stand-alone solar-PV energy systems incorporating desalination is discussed.  

Chapter 7 concludes the work done in this thesis, together with recommendations of further 

investigations that can contribute to the development of stand-alone hydrogen energy systems 

incorporating on-site water production. 
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Chapter 2. The Effects of Including Intricacies in the 

Modelling of a Small- Scale Solar-PV Reverse Osmosis 

Desalination System 

Daniel P. Clarke*, Yasir M. Al-Abdeli and Ganesh Kothapalli 

This chapter was published as a full research paper in Desalination. Whilst all efforts were 

made to retain the original features of this article, minor changes such as the layout, number 

formats, font size and style were implemented in order to maintain consistency in the 

formatting style of the thesis. 

2.1 - Abstract 

With the global demand for freshwater rising alongside the cost of power generation from 

fossil-based fuels, access to potable water in small (marginalised) or coastal communities can 

be alleviated using renewable energy sources such as solar or wind. Whilst large-scale 

renewably powered desalination systems have been the focus of much research, where 

smaller systems are concerned, there remains ambiguity as to the significance of modelling 

all system intricacies and the effects of Solar-Photovoltaics (solar-PV) scalability on total 

water yield. 

After detailing the methodology used to model such Reverse Osmosis (RO) systems, this 

chapter presents the results of simulations used to investigate a small-scale, stand-alone, 

solar-PV powered (RO) system, with/without battery storage. Results indicate system 

performance was affected differently when including power characteristics of RO devices 

and also by the temporal resolution used in simulations. The scale of the renewable energy 

conversion used (solar-PV) appears to be a factor in some cases. Parameters varied in the 

simulations include RO (unit) power characteristics, saline water concentration/temperature, 

PV panel power characteristics as well as the dynamic charging and discharging of batteries 

and the efficiency of power conditioning used in the renewable energy system. Simulations 

are done using MATLAB and use laboratory-based data to establish device characteristics. 

2.2 - Introduction 

The supply of drinkable water is a global concern with many areas throughout the world 

suffering from increased water shortages [1, 2]. Whilst access to potable water networks and 
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grid-connected power (for water purification) may be exacerbated for remote communities, 

this situation can be alleviated through the availability of renewable energy sources (solar or 

wind). The effect of drought, climate change and population growth means desalination of 

seawater offers the assurance of contributing to meet increasing water demand. However, due 

to high energy demands associated with seawater desalination diesel generators remain 

predominately in use to provide power in remote areas which leads to an increase in fossil 

fuel consumption and wider emissions [3]. The International Energy Agency [4] estimates 

that only 0.2% of total power in 1973 was generated renewably compared to 1.1% in 2009, 

with a corresponding increase in power generation based on fossil-fuels from 3724Mtoe to 

5170Mtoe (1Mtoe=11,630 GWh).  It is believed that renewably powered stand-alone 

desalination systems will have an increasingly critical role in the long-term water security of 

many nations, as well as alleviating reliance on fossil fuels and minimising environmental 

impact. In this regard, the use of solar-PV [5-10] as well as other renewable energies has been 

utilised [11-18].  

Desalination systems based on solar-PV form the largest renewable energy conversion 

method used in conjunction with potable water production, with RO being the most common 

pathway [19, 20]. The attractiveness of solar-PV lies in its good reliability and relative ease 

of installation particularly for off-grid, small-scale systems. Coupling RO with solar-PV is 

well aligned with strategic water industry issues, namely “development of simple, low 

maintenance renewable energy systems that can supplement power supply for small 

desalination facilities” [21].  

Optimally integrating desalination into energy systems necessitates quantifying total 

renewable energy availability, its conversion efficiency into energy carriers such as electricity 

and its subsequent utilization or storage. When modelling these systems, the temporal aspects 

used in simulations will also likely affect the overall predictions of system performance and 

potable water production. Such simulations can include the modelling of energy system 

components [11, 22] and desalination processes [23, 24] and is made possible using software 

tools [25]. Although fairly complex modelling techniques have been applied [11], where 

small stand-alone renewable powered desalination systems are concerned, more research is 

also warranted into the energy storage options available for such systems, including the 

integration of battery-free energy storage (e.g., via hydrogen) during seasonal variability of 

renewable energy sources [19]. The temporal resolution used in such simulations also 
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remains a key consideration as it not only impacts the total time needed for data processing 

but also has the potential to affect the accuracy of the results attained. Limited research has 

been done to investigate this with many results being based on a nominal time step of 1 hour 

[9, 11, 16, 24, 26] and simulation lengths of one year [27] as the most commonly 

implemented. Additionally, whilst the use of simulations based on daily averages can provide 

an excellent (quick) overview of system performance [10], the use of such relatively lengthy 

time steps raises the question as to the degree to which such temporal resolution impacts the 

outcomes and whether smaller time steps are always warranted [28]. The inclusion of 

different desalination system power characteristics in these simulations can further 

complicate the predictions and may also be affected by system scalability. 

This chapter sheds new light on the interplay between renewably powered desalination 

system components, RO devices and overall system performance, under different temporal 

resolutions. The research does this by examining the effects which these factors have on 

annual predictions of potable water production and renewable energy utilization. This is done 

using simulations conducted in the MATLAB/Simulink environment.  

2.3 - Experimentation 

To accurately model device characteristics in the systems simulations, a series of tests were 

undertaken to resolve the efficiencies and power characteristics of modelled components2. 

Figure 2.1 gives the general layout of the systems tested and modelled while Figure 2.2 

depicts the RO unit and data acquisition system. A solar energy system incorporating PV 

panels (make: Heckert Solar- Germany, model: HS-PL 135) was tested in conjunction with 

its Power Management Unit (PMU) that is capable of supplying loads of up to 700W. The 

PMU consists of four components: a Programmable Logic Controller (make: Beckhoff- 

Germany, model: BC9000) to regulate operational modes; a 12Volt lead acid battery with a 

minimum depth of discharge at 20% of rated capacity; Converters (DC-DC and DC-AC); and 

a charge controller (make: SMART Power Systems-Germany, model: SMART MS 300) to 

limit the charging current of the battery banks to a maximum (solar) charging current of 30A 

2 Refer to Appendix C for error analysis methods. 
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at 12V and maintain full battery capacity without overcharging. 

 

Table 2.1 gives basic hardware specifications and relevant model parameters for PV panels 

used in the simulations. Each PV panel has an effective area of about 0.87m2. 

 

 

Figure 2.1 - Overall layout of system showing components modelled and data acquisition.3 

3 Refer to Appendix D for Chapter 2 system MATLAB/Simulink model. 

Parameter Value Parameter Value

ISC (Irradiance constant) 1367 W/m2 Longtiude (location) 115.8°

ID (diffuse radiation) 0.25IB (bean radiation) Latitude (location) -31.75°

A (model constant) 1000 B (model constant) 0.18
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Figure 2.2 - Experimental setup with the RO unit and the data acquisition system. 

 

Table 2.1 - Solar irradiance modelling parameters with longitude and latitude parameters for 

a typical Perth based location. 

The PLC tested and modelled incorporates three distinct operational modes. Mode-I involves 

PV power used to (only) run utilities which may be DC or AC. If PV power is inadequate to 

meet load demand, the system works in Mode-II with PV power only used to charge energy 

storage media (e.g., batteries) in this stand-alone system. If PV power is in excess of that to 

run utilities, the system operates in Mode-III with PV power supplying both utilities (DC or 

AC) and charging energy storage media. Whilst power control may fluctuate between these 

operational modes through the day, the likelihood of running systems in Mode-III increases 

during summer when good solar irradiance exists.  

Parameter Value Parameter Value

ISC (Irradiance constant) 1367 W/m2 Longtiude (location) 115.8°

ID (diffuse radiation) 0.25IB (bean radiation) Latitude (location) -31.75°

A (model constant) 1000 B (model constant) 0.18
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Energy storage in small scale renewable energy systems is commonly achieved using 

batteries, although other forms of energy storage also exist including capacitors, flywheels or 

hydrogen [29]. Energy storage becomes important when there is excess solar energy available 

that is not utilised or when there exists a mismatch between solar energy and load demand. 

Excess energy is defined as energy available from the solar panel/s which is not used by the 

Reverse Osmosis unit (the load demand) or not stored which happens either when no storage 

media exists or is already at full capacity. Figure 2.3 helps demonstrate these concepts for 

data on the 21st of December. The stand-alone system tested and modelled incorporates a 

lead acid battery (make: Banner- Germany, model: SBV 12-55) with a 55 Ah capacity 

(C=20h/12Volts). Subsequent simulations will consider characteristics derived from 

experiments for discharging and charging in addition to a maximum battery leakage of 10% 

per month, which appears to be a reasonable estimate [30].  

  

 

Figure 2.3 - Definition of excess energy using the 21st of December data (hourly resolved) 

for APV=1m2 after RO operation and 55Ah battery charging. 
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Figure 5.4 - Power Management Strategy (PMS) for the stand-alone hybrid energy system. 

The dashed box indicates the part of the PMS that enables the system to meet two load 

demands (electric and water). 
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Both HOMER and PSO consider a Load Following Control Method whereby battery 

charging is only allowed from renewables (e.g. solar) and not through other forms of power 

generation (e.g. fuel cell). HOMER deploys a PMS set by the software’s in-built algorithms, 

whereby at each simulation time step (in this study,15 minutes) the software looks at all 

available dispatchable power sources and operates primary movers which meet the required 

amount of power and operating reserve most cheaply ($/kWhr). This “optimisation” is 

obviously subject to only a single objective function; cost of energy ($/kWhr). However, in a 

PSO optimised PMS, specific control set points within the PMS can be tuned such that device 

hardware transients and storage thresholds (battery, hydrogen and desalinated water) are also 

taken into consideration.  

Objective Functions: The system includes two types of power demand: primary 

instantaneous loads and deferrable loads. A deferrable load can be met at any stage of the 

day, is not fixed to a specific time (hh:mm), and applied by HOMER when treating 

desalination. The optimisations done by PSO have been implemented to analyse the impact of 

two types of water demand: an instantaneous and dynamically changing demand (15 minute 

intervals) versus a single (static) value spread throughout the day. Both the deferrable and 

instantaneous water demand consider a cumulative requirement of 400 litres/day applied 

across 365 days, but with it fluctuating over every 15 minute time-step (dynamic) or fixed 

(static). An instantaneous water demand obviously needs to be met within the present time-

step regardless of irradiance, whereas HOMERs’ treatment of deferrable loads means it is 

met more conveniently over any period of the day when surplus renewables exist. The effects 

of these two approaches are analysed. 

When deriving the optimal cost of energy ($/kWhr), the Net Present Cost (NPC) of the 

modelled energy system is the only objective function considered by HOMER. NPC takes 

into account the initial capital costs, component replacement costs as well as component 

operation and maintenance costs. Alternatively, multi-objective optimisation through PSO 

additionally considers minimising the associated CO2 emissions over the system lifetime. The 

method of calculating the carbon emissions for the operation of any device (kg/kWhr) is 

based on Life Cycle Assessment (LCA). These CO2 emissions are derived on a pro-rata basis 

using two inputs: the total CO2 emissions (kg) over the entire lifetime of any single energy 

system component which are then proportioned per year (e.g., 120 kg for an electrolyser over 

5 years which yields 24 kg/yr); and the maximum expected operational hours for any single 
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component until its replacement (e.g., 10950 kWhr for an electrolyser over 5 years). The 

resulting (kg/kWhr) is then used in conjunction with the actual usage (kWhr) for each device. 

Table 5.1 shows the values for these associated financial costs and emissions for each 

component in addition to their respective lifetimes. The operational objective function for 

total NPC is derived in Equation 5.3: 

𝐶𝐶𝑎𝑎𝑎𝑎𝑎𝑎,𝑡𝑡𝑡𝑡𝑡𝑡 =  � 𝐶𝐶𝑖𝑖 + 𝑅𝑅𝑖𝑖 + 𝑂𝑂&𝑀𝑀𝑖𝑖
𝑖𝑖=𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐

− 𝑆𝑆𝑖𝑖   Equ. 5.2 

The terms of Equation 5.2 - 5.4 denote the total annualised cost (Cann, tot), the applicable 

interest rate (iR), a project lifetime of 25 years (Rproj), the capacity recovery factor (CRF) and 

the annual cost of CO2 emissions (CCO2). The annualised cost is comprised of capital cost 

(Ci), replacement cost (Ri), salvage value (Si), operational and maintenance cost (O&Mi) for 

each component (i). The component (i) designates either a PV panel, Reverse Osmosis (RO) 

unit, PEM electrolyser, PEM fuel cell, metal hydride canister, converter or Lead-Acid 

battery. The gravimetric cost penalty for carbon emissions (CCO2) associated with the systems 

is derived in Equation 5.5: 

𝐶𝐶𝐶𝐶𝐶𝐶2 =  𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶2�𝐸𝐸𝑖𝑖 × 𝑅𝑅𝑖𝑖,𝐶𝐶𝐶𝐶2�  Equ. 5.5 

In this regard, (CPCO2) is the monetary cost of CO2 ($24.15/ton of CO2), (Ei) is the annual 

system component power consumption/utilisation (kWhr) and (Ri, CO2) is the specific CO2 

emission rate (per kWhr) associated with each system component (Table 5.1). The specific 

CO2 emissions rate is obtained using Life Cycle Assessment (LCA) which considers 

emissions over the component life including direct and indirect emissions. Direct emissions 

are associated with component construction, operation and decommissioning whereas indirect 

emissions are derived from manufacturing and transport of materials [61]. It is important that 

the emission rate (kg CO2/kWhr installed) includes utilised energy and excess energy as this 

directly impacts the NPC and CO2 emissions over the system lifetime [16]. Cost of energy 

(COE) is the average cost per kWh of useful electrical power (not including dumped surplus) 

produced by the system. To calculate the COE, the annualised cost of producing electricity 

𝑁𝑁𝑁𝑁𝑁𝑁 =  
𝐶𝐶𝑎𝑎𝑎𝑎𝑎𝑎,𝑡𝑡𝑡𝑡𝑡𝑡 + 𝐶𝐶𝐶𝐶𝐶𝐶2
𝐶𝐶𝐶𝐶𝐶𝐶(𝑖𝑖𝑅𝑅 ,𝑅𝑅𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝)

 Equ. 5.3 

𝐶𝐶𝐶𝐶𝐶𝐶�𝑖𝑖,𝑅𝑅𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝� =
𝑖𝑖𝑅𝑅(1 + 𝑖𝑖𝑅𝑅)𝑅𝑅𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝

(1 + 𝑖𝑖𝑅𝑅)𝑅𝑅𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝 + 1
  

Equ. 5.4 
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(the total annualised cost) is divided by the total electric energy produced and utilised to meet 

load. The COE is derived as follows: 

𝐶𝐶𝐶𝐶𝐶𝐶 =  
𝐶𝐶𝑎𝑎𝑎𝑎𝑎𝑎,𝑡𝑡𝑡𝑡𝑡𝑡 +  𝐶𝐶𝐶𝐶𝐶𝐶2

𝐸𝐸𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙,𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 + 𝑊𝑊𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙,𝑠𝑠𝑠𝑠𝑠𝑠𝑣𝑣𝑒𝑒𝑒𝑒
  Equ. 5.6 

Terms of Equation 5.6 denote cost of energy (COE) in ($/kWhr), total annualised system cost 

(Cann, tot) in ($), electrical load served (Eload, served) in (kWhr/yr) and water load served (Wload, 

served) in (kWhr/yr). 

Optimisation Constraints: In any plausible solution, a set of constraints (common to both 

PSO and HOMER) need to be satisfied: 

i. Unmet Load Constraint: Over any time-step (15 minutes), the total power supplied 

by the stand-alone energy system must satisfy both load demands (direct electrical 

power and indirect power necessary for desalination) so as to achieve a certain supply 

reliability criterion. The reliability criteria affects component sizing/selection, energy 

cost ($/kWhr) and total emissions (CO2 kg/year). Designing stand-alone systems for 

100% power supply reliability can result in very high system costs because under 

such criteria even short duration peak demands must be met even if the likelihood for 

them to occur is rare. Therefore, a compromise is needed to allow high reliabilities 

for meeting power but at slightly lower constraints in relation to the occurrence of 

peaks (e.g. 98±0.25% reliability). In this manner, the majority of the load demand is 

met but with a smaller associated cost. This relation can be represented by Equation 

5.7. 

𝑇𝑇𝐿𝐿𝐿𝐿𝐿𝐿  ≥  (1 − 𝑈𝑈𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿)𝑇𝑇𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎   Equ. 5.7 

The terms of Equation 5.7 denote actual load served (TLOL, kWhr/yr), total load 

demand to be served (Tannual, kWhr) and the maximum permissible unmet load (ULoad, 

%). In this study, optimisations consider a maximum ULoad of 2%, i.e.  98% of the 

load demand is met for any solution to satisfy the operational objective function(s). 

ULoad is defined as the difference between total load that must be satisfied (kWhr/yr) 

to achieve 100% (water and electricity) and actual load met (kWhr). 
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ii. Design Variable Constraint: To limit the solution space, any plausible solutions, 

must also fall within pre-designated limits to the variable (X) (Equation 5.1) as 

designated by Equation 5.8 and presented in Table 5.2: 

𝑋𝑋𝑚𝑚𝑚𝑚𝑚𝑚  ≤  𝑋𝑋 ≤  𝑋𝑋𝑚𝑚𝑚𝑚𝑚𝑚  Equ. 5.8 

5.4 - Results and Discussion 

Figure 5.5 shows the Net Present Cost ($) over the 25 year system lifetime for both 

optimisation techniques (HOMER and PSO). The NPC is derived for both daily static (Figure 

5.5a) time-varying (Figure 5.5b) desalinated water profiles, both of which total 400 litres/day 

and are 15 minute resolved. Results indicate that PSO almost consistently achieves system 

sizing at much lower NPC compared to HOMER. This trend is maintained over different 

electrical loads (1.5, 2.5 and 3.5 kWhr/day/yr) and desalinated water storage capacity (which 

sets upper limits on the operational time for RO). Overall, the results show that NPC 

calculated using HOMER can sometimes be around double that derived from PSO which has 

the propensity to significantly affect the type/size of system configuration developed and 

techno-economic feasibility. This is also apparent in the Cost of Energy (COE) which is 

directly related to NPC, yielding greater cost ($/kWhr) with an increase in NPC. These cost 

savings based on PSO optimised systems however become even more apparent at greater 

water storage capacities or if varying water demand is assumed. The results also indicate that 

system sizing done assuming a constant (averaged) water demand, which has typically been 

followed in the published literature [12, 53], is likely to yield different outcomes compared to 

more realistic (dynamically) changing daily water requirements, even when the total 

(cumulative) annual demand remains the same (e.g. 400 litres/day over 365 days/yr). As 

such, the present research highlights that in relation to stand-alone desalination systems, 

modelling should incorporate the intricacies of daily demand if more accurate system sizing 

and techno-economic feasibility are desired. Another notable observation is the apparent 

immunity of PSO to whether static or dynamic water demand is used. This is attributed to the 

adaptive nature of PSO.  
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Figure 5.5 - Net Present Cost using two optimisation techniques (HOMER and PSO) at 

varying annually averaged electrical demand for; a) static; b) time-varying daily desalinated 

water demand. 
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Table 5.3 - The optimal number of system hardware components (HOMER and PSO) at 

varying annually averaged electrical demand for a static and time-varying desalinated water 

profiles. 

In order to provide high reliability of meeting loads, energy storage is a critical component of 

stand-alone systems. In this regard, battery throughput (kWhr) is a performance measure and 

defined as the total amount of energy that cycles through the battery bank, whether in 

charging or discharge mode. Battery throughput can also be used to determine operational 

lifetime [68]. Figure 5.6 shows the annual battery throughput for systems optimised via 

HOMER and PSO, using static (Figure 5.6a) and time-varying (Figure 5.6b) desalinated 

water profiles. The data for varying electrical load demand and desalinated water storage 

capacity is also shown. Results show a higher battery throughput in a PSO optimised system 

across all water storage capacities and electric loads compared to HOMER. Whilst greater 

electric loads result in an expected increase battery throughput, the more surprising finding is 

that increased water storage capacity has no distinct effect on battery throughput when using 

PSO while a general decrease is seen with HOMER. With battery charging solely occurring 

from renewables (solar-PV), these battery throughput results also highlight PSO’s ability to 

maintain comparable load reliability, but for a smaller solar-PV array size (kW). Table 5.3 

provides the data to support these arguments whereby it is seen that for instances where PSO 

and HOMER have comparable battery numbers (e.g. dynamic load data for 1.5-3.5 

kWhr/day), the number of PV panels selected by HOMER is significantly more at 52 panels 

against 29-48 via PSO. The significance of this variation becomes more apparent when based 

on data in Table 5.1, the capital cost of PV is around $7,000/kW which yields a unit cost of 

1.5 10 2 - 20 52 1 4 1 2 1
2.5 10 2 - 20 52 1 7 1 2 1
3.5 10 2 - 20 56 1 10 1 2 1
1.5 10 2 - 20 52 1 15 1 2 1
2.5 10 2 - 20 52 1 18 1 2 1
3.5 10 2 - 20 52 1 20 1 2 1
1.5 10 2 - 20 26 1 14 1 1 1
2.5 10 2 - 20 35 1 19 1 2 1
3.5 10 2 - 20 42 1 20 1 1 1
1.5 10 2 - 20 29 1 17 1 1 1
2.5 10 2 - 20 38 1 20 1 1 1
3.5 10 2 - 20 48 1 19 1 1 1
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around $910/panel (at 0.13 kW/panel and panels of 0.8m2). This demonstrates more effective 

energy management and sizing through PSO optimised systems. Furthermore, the results 

derived indicate that HOMER increases the solar-PV array size resulting in less battery 

throughput (with water storage capacity). Alternatively, for (12V, 55Ah) batteries the cost is 

$113/battery. Hence, it is clearer why PSO optimised systems have lower NPC. 
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Figure 5.6 - Annual battery throughput using two optimisation techniques (HOMER and 

PSO) at varying annually averaged electrical demand for a) static; b) time-varying 

desalinated water profiles. 
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Detrimental effects are associated with cyclic operation of PEM fuel cells [64]. Attaining the 

same operational output, but over more start-stop cycles (i.e. a smaller duty factor), will 

indirectly affect the NPC in the long-term through more frequent replacements or service 

stoppages. The duty factor can be defined as kilowatt hours supplied (applicable for the PEM 

fuel cell) or litres of hydrogen generated (applicable for the PEM electrolyser) per total 

number of start-stop cycles of each device, respectively. Figures 5.7 and 5.8 show duty 

factors plotted for optimisations derived based on HOMER and PSO at varying electrical 

demand and water storage capacity (2kL and 20kL). Whilst, the same level of change is not 

always reflected in HOMER, the PSO optimised system does appear to have a significantly 

different duty factor, but which also changes proportionally with electric load. For fuel cells, 

the results show that PSO optimisations can yield duty factors which are 34% (Figure 5.7b) to 

61% (Figure 5.7a) lower compared to duty factors from HOMER (at 3.5kWhr/day). In this 

regard, it is worth noting that such differences may be a factor of the varied system 

architectures selected by HOMER and PSO (Table 5.3) as well as the power served by the 

fuel cell. As for electrolysers, the results appear slightly more varied with duty factor with 

PSO likely to exceed those of HOMER (at 3.5kWhr/day, Figure 5.8a), but are generally 

lower.  These results therefore highlight that a consequential effect of using PSO is to change 

the duty factors but which improve with scale. Finally, it is worth noting that although the 

total usage of the PEM fuel cell appears fairly low (kWhr values depicted in Figure 5.7), this 

value is a function of the daily usage assumed (1.5-3.5kWhr/day/yr), electric load profiles 

and availability of renewables. With greater electric loads and lower renewables penetration, 

total PEM fuel cell usage (kWhr) is expected to increase. 
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Table 5.4 - The breakdown of CO2 emissions for each hardware component using HOMER 

and PSO. Results are for a dynamic desalinated water profile. 

Data  in Table 5.3 has already indicated that PSO optimised systems over the range 2-20kL 

(dynamic water profiles) show on average fewer solar-PV panels due to greater reliance on 

battery throughput compared to HOMER (Figure 5.6). Whilst battery CO2 emissions are less 

in HOMER optimised systems (Table 5.4), in the majority of the cases studied, the PSO 

optimised system appears to have lower CO2 emissions associated with other system 

components. This results in PSO achieving mostly lower total system CO2 emissions 

compared to HOMER across different electrical load and water storage capacities. However, 

these effects become relatively more pronounced as electrical load is decreased or for greater 

water storage capacity which is interesting. This highlights the adaptive nature of PSO by 

effectively sizing and optimising the PMS achieving lower solar-PV array resulting in much 

lower NPC and CO2 emissions compared to HOMER. It also highlights the need for more 

research into the effects of optimising and sizing stand-alone energy systems when 

desalination via RO is integrated. 

2 20 2 20
PEM Fuel Cell 0.36 0.04 0.00 0.00
PEM Electrolyser 3.06 0.09 0.01 0.02
Lead-acid Batteries 30.04 7.59 30.12 20.82
PV Panels 409.77 774.00 342.16 334.89
RO unit 531.53 524.89 468.51 421.10

975 1,307 841 777
PEM Fuel Cell 0.32 0.04 0.05 0.02
PEM Electrolyser 1.88 0.18 0.04 0.02
Lead-acid Batteries 34.33 12.85 49.03 46.26
PV Panels 455.31 819.54 455.61 452.73
RO unit 531.65 526.32 479.28 453.47

1,023 1,359 984 953
PEM Fuel Cell 0.40 0.06 0.49 0.33
PEM Electrolyser 2.26 0.32 0.23 0.18
Lead-acid Batteries 37.63 18.28 66.14 66.32
PV Panels 500.81 819.54 574.05 521.25
RO unit 531.65 522.92 469.94 473.79

1,073 1,361 1,111 1,062

Total CO2 Emissions (kg/yr)

3.5

Total CO2 Emissions (kg/yr)

1.5

Total CO2 Emissions (kg/yr)

2.5

Water Storage Capacity (kL) Water Storage Capacity (kL)
Electric Load

(kWhr/day)

Annualised CO2 

Emissions 
(kg/yr)

HOMER PSO
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factors affecting the optimisation of stand-alone (hybrid) energy systems that integrate on-site 

desalination. Factors to investigate include the integration of different energy storage 

technologies into these systems, using combinations of different prime movers (diesel 

generator sets and/or wind turbines) and testing the optimisation for sensitivity to different 

starting conditions for water capacity, metal hydride level or battery State-of-Charge. 
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Chapter 6. General Discussion 

For many small off-grid communities in Australia, access to potable water is limited as is the 

availability of electricity from renewable energy sources. Solar or wind provide an 

opportunity to utilise small-scale renewably powered energy systems to help supply power 

and to operate desalination systems. However, many factors in stand-alone energy systems 

directly impact upon operational characteristics that affect performance as well as the ability 

to meet load demands, including renewables and load (electricity, water) prediction, system 

optimisation and energy system component selection. For this reason, the thesis addressed 4 

key research questions pertaining to the factors influencing stand-alone renewable energy 

system performance. 

Research Question 1 (RQ 1): How is the overall performance of solar-PV energy systems 

affected when accounting for dynamic device transients?  

The first step in this research was to establish time-resolved characteristics for system 

components, with Reverse Osmosis and the PEM electrolyser being major challenges. With 

water being a critical aspect of the system, as it contributes to drinking requirements and 

water for electrolysis, characteristics for time-varying versus nominal power profiles are 

compared for a renewably powered Reverse Osmosis (RO) unit. From the analysis in Chapter 

2, simulations identified that using a (dynamic) RO power profile significantly decreases 

annual total desalinated water yield by approximately 76% for a 1m2 solar-PV array 

compared to nominal I-V characteristics. These effects became less pronounced for solar-

PV/RO systems with higher PV conversion capacity (e.g., per metre square of panels) as the 

decrease in total desalinated water yield is only about 4%. With the dynamic RO unit as the 

only source of water, this deficiency in total desalinated water output, negatively impacted 

upon system performance in terms of both meeting water demand and hydrogen generation. 

Combined with RO device characteristics, the start-up transient of the PEM electrolyser must 

be accounted for in system models and simulations. Chapter 3 experimentally derived the 

start-up transient of the PEM electrolyser to be approximately 275 seconds before useful 

hydrogen is generated. For a stand-alone renewable power system utilising hydrogen as an 

energy source, the transient puts a constraint on the ability to utilise the electrolyser every 

time it is started and the amounts of hydrogen that can be produced. As such, a Power 

Management Strategy (PMS) was needed to ensure that only when available power levels 
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were sufficient to maintain the PEM electrolyser for greater than the start-up transient, will 

the device be activated. Failure to stipulate the activation time of the PEM electrolyser results 

in unnecessarily cycling the device thus causing energy expenditure without hydrogen 

generation where the system would be better served by charging batteries or powering the RO 

unit. Overall, time-resolved power characteristics of system components, particularly Reverse 

Osmosis (RO) units and PEM electrolysers, are important and should be incorporated when 

analysing system performance rather than merely using power derived from nominal (time-

averaged) I-V specifications. This provided accurate system simulations based on real 

conditions thus allowing correct sizing of stand-alone systems to successfully satisfy load 

demands.  

Research Question 2 (RQ 2): Can the incorporation of (intelligent/adaptive) predictive 

software tools significantly improve the performance of these energy systems, compared to 

non-predictive (simplistic) energy balancing techniques? 

Within stand-alone solar-PV energy systems, the prediction of solar irradiance was crucial for 

deploying effective resource management through Power Management Strategies aimed at 

satisfying system objectives. Due to the highly stochastic nature of solar irradiance, to 

estimate the power generated by the PV-array (the energy input into the entire system), the 

magnitudes and time-series for solar energy data should be based on irradiance 

measurements. However, because those deploying new stand-alone energy systems in remote 

locations might not always have access to measured solar irradiance, predictions are needed 

to correctly size these systems.  

Chapter 3 analysed an intelligent method (Neural Network) for solar irradiance prediction by 

comparing it to a simplistic alternative (ASHRAE clear sky model). The comparison was 

analysed in terms of the prediction methods impact on the hydrogen energy systems 

operational characteristics. Whilst, the ASHRAE clear sky model has the merit of being a 

mathematical model with (some) empirically refined constants used to predict solar 

irradiance, it has the distinct disadvantage of not being able to predict the generally stochastic 

nature of solar irradiance. Whereas Neural Network (NN) requires very large amounts of 

(historical) training data to successfully predict the fluctuations (minute resolved) in solar 

irradiance. It was found that, through the use of particular historical meteorological data (i.e. 

rainfall), predictions can become more accurate. However, the choice of meteorological data 
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to be used is important as rainfall increases accuracy of prediction in winter but has no effect 

in summer (where rainfall is limited), for non-tropical parts of Western Australia. 

The use of intelligent predictive techniques to account for the power needed to run a 

hydrogen generation system results in more subtle inaccuracies in relation to some 

characteristics such as electrolyser operational time compared to simplistic alternatives. 

However, the impact becomes more pronounced on device-level operational characteristics 

for the PEM electrolyser. Based on a system using measured solar irradiance, a Neural 

Network allows for a higher prediction accuracy of the number of start/stops and the duty 

factor of a PEM electrolyser compared to ASHRAE. The ASHRAE model’s inability to 

accurately follow the stochastic nature of the solar irradiance results in a higher duty factor 

while having fewer start-stops compared to Neural Network. While ASHRAE affects system 

performance positively, when benchmarked against a system using measured solar irradiance, 

Neural Network was superior in predicting system performance. The solar irradiance 

prediction techniques also have varying influence depending on season. The ability to predict 

accurate levels of solar irradiance becomes important in winter (where irradiance were both 

low and fluctuating) and less in summer (where irradiance were both higher and more stable). 

This indicates when establishing techno-economic analysis targeted at stand-alone hydrogen 

generation systems, intelligent predictive techniques such as Neural Network should be used.  

Research Question 3 (RQ 3): Can the use of (intelligent/adaptive) optimisation software 

tools improve system performance when meeting single and multi-objective functions 

compared to a more widely adopted technique?  

To ascertain the impact that intelligent optimisation has on system performance, it is 

compared to rule-based alternatives for various system objectives. Based on factors 

influencing system performance such as device transients, scalability and prediction of 

available solar irradiance, the implementation of optimisation techniques is essential for 

providing effective sizing and operation of hybridised energy systems. For the purpose of 

implementing intelligent optimisation techniques into stand-alone solar-PV energy systems, 

Particle Swarm Optimisation (PSO) was selected as it can be easily implemented into system 

simulations with fewer tuneable parameters. However, it was found that acceleration 

parameters associated with PSO need to be determined for each scenario so that results 

obtained are consistently optimised. Chapter 4 provides an analysis pertaining to multiple 

single-objective functions which include optimising a system’s Power Management Strategy 
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to maximise device duty factors and hydrogen yield as well as reliably meeting the external 

electric load.  

In regard to hydrogen generation, the research undertaken indicates that using PSO, to 

optimise the control set-points in the PMS, allows the system to generate more hydrogen 

compared to a rule-based optimised Power Management Strategy. Increases of up to 7% in 

hydrogen yield and a 12% increase in the PEM electrolyser duty factor are achieved with 

PSO compared to simplistic techniques. Using intelligent techniques allows the optimised 

Power Management Strategy to deliver more hydrogen for fewer electrolyser start-stop 

cycles. For the scale of system investigated in Chapter 4, using PSO to optimise a PMS has a 

greater impact on PEM electrolyser duty factor (up to 80% for a lower quantity target of 

hydrogen) when meeting a specified seasonal hydrogen generation target.  

Furthermore, in order to meet an electric load demand, solar-PV systems must have an 

additional source of energy to supply demand in periods of insufficient solar irradiance. With 

this in mind, the incorporation of some battery and hydrogen storage allows for greater 

renewable energy penetration and thus longer periods in which a PEM electrolyser can 

operate to generate more hydrogen for PEM fuel cell use. With higher hydrogen storage 

capacity, the PEM fuel cell was able to run for longer periods even when there was 

insufficient solar energy to replenish hydrogen reserves. The improvements in the system’s 

ability to meet an external electric load demand, when using PSO, mean the total time over 

which the system does not meet the seasonal load was more than halved from 15.8% to 6.8% 

(Chapter 4). While a load demand is generally considered to be a power profile, communities 

at remote locations often also need desalinated water for consumption, hence multi-objective 

functions are necessary.  

Chapter 5 further extended the analysis of using PSO through simultaneously optimising size 

and the Power Management Strategy. Optimisations are based on techno-economic and 

environmental objective functions while meeting external electric and water demand profiles. 

PSO outputs are then compared to those for a well-known optimisation program (HOMER). 

Additionally, the type of water demand (static vs time-varying) is analysed to ascertain the 

impact on system performance.  Results showed that PSO almost consistently achieves lower 

system sizing at much lower Net Present Cost (NPC) compared to HOMER over different 

electrical loads (1.5, 2.5 and 3.5 kWhr/day/yr) and desalinated water storage capacities. 

These positive improvements in NPC show the superiority of using intelligent optimisation 

152 
 



techniques compared to simplistic alternatives. The disadvantage occurred in an increase of 

13% in CO2 emissions using PSO, even though a 50% decrease in NPC is evident compared 

to HOMER. Also, having a time-varying water demand profile negatively affects system 

performance, resulting in increases in NPC, CO2 emissions and PEM device operational 

characteristics compared to a static profile. However, PSO was less susceptible to type of 

water demand probably because of its adaptive nature. This highlights the adaptive nature of 

PSO by achieving a much lower NPC compared to HOMER but a balance, between the 

economic and environmental aspects of sizing stand-alone hybrid energy systems, was 

necessary when implementing multi-objective functions. 

Research Question 4 (RQ 4): How does scalability affect energy systems incorporating 

desalination, solar-PV and hydrogen fuel cells/storage? 

In the context of this thesis, the effect of scalability analyses on, the impact of increasing 

energy storage (e.g. batteries and water storage capacity), size of the solar-PV array as well as 

scale of external load demands (electric and water) on system performance is very important. 

The role of desalinated water storage becomes essential with stand-alone solar-PV energy 

systems which have to generate water on-site. Chapter 2 showed that increasing the solar-PV 

size positively impacts upon system performance by allowing greater operational periods for 

the RO unit as well as maintaining battery State-of-Charge at 100% for longer. Storing excess 

renewable energy (via batteries) has a greater impact on the performance of smaller systems 

compared to larger ones by allowing devices such as RO and PEM electrolysers to run for 

extended periods thus resulting in higher duty factors, as evident in Chapters 2 to 4. Through 

having greater battery and water storage capacity, better renewable energy penetration is 

attained resulting in an increase in reliability, water and hydrogen yield. Any excess energy 

beyond hydrogen generation or charging of batteries is diverted to water production which 

acts as a useful dump load for supplying the PEM electrolyser and external water demands.  

The work presented in Chapter 5 enabled the analysis of increasing load demand and its 

effect on system performance in relation to Net Present Cost (NPC) and carbon emissions at 

varying water storage capacities. Simulations revealed, negative improvements in carbon 

emissions and NPC occur with greater system size when greater electric load was increased. 

For a PSO optimised system, NPC and CO2 emissions rise by approximately 77% and 57%, 

respectively as electric load is increased, for a water storage capacity of 2kL. However, for 

greater water storage capacity (20kL) the NPC and CO2 emissions only increase by 45% and 
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59%, respectively. Having larger water storage capacity allows energy otherwise utilised for 

RO to be diverted to hydrogen generation and charging of batteries thus maximising the 

system’s ability to meet load demands. Increasing energy storage capacity (i.e. batteries and 

indirectly water storage) has a positive influence on the system’s performance. However, 

optimisation is necessary so that external load demands are met at minimum cost. 

Overall, this research has analysed many factors influencing stand-alone solar-PV energy 

systems for both power generation and the provision of desalinated water the incorporation of 

a Reverse Osmosis unit. Such systems have received little attention within current literature, 

with the provision of suitable water for drinking and hydrogen generation through water 

electrolysis, these systems are becoming more important in remote communities. The results 

of this research show that modelling of stand-alone solar-PV energy systems should account 

for the intricacies of daily demand profiles as well as dynamic device characteristics if more 

accurate system sizing and techno-economic feasibility are desired. While the system 

investigated was limited to only solar-PV providing the input power, the methodologies 

developed in this thesis can be easily adapted to systems incorporating multiple renewable 

energy sources (i.e. solar and wind).  
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Chapter 7. Conclusion and Future work 

7.1 - Findings 

This thesis has largely focused on the methodologies that affect stand-alone solar-PV systems 

incorporating desalination. Through a combination of mathematical models and experiments, 

a full system was developed in MATLAB/Simulink to address the research questions derived 

in Chapter 1. The solar radiation data incorporated in this work are specific to a non-tropical 

Western Australian location and the assumed cost factors of system components are 

consistent with present literature values. The developed models are used to evaluate factors 

influencing stand-alone solar-PV systems including the incorporation of dynamic device 

transients, minute resolved system simulations as well as applying predictive and 

optimisation techniques for various system objectives.  

This thesis evaluates three solar-PV systems through simulated models with each succeeding 

system being an extension of the previous architecture. These are: 

1. A stand-alone solar-PV desalination system (Figure 1.3a), responsible for providing 

potable water via renewables through the use of a Reverse Osmosis device; 

2. Through the addition of a PEM electrolyser to the architecture of Figure 1.3a, a stand-

alone solar hydrogen generation subsystem is formed responsible for producing 

hydrogen and potable water from on-site desalination; and  

3. Finally, integrating a fuel cell into the architecture of 1.3b, a full stand-alone solar-PV 

hydrogen energy system is created (Figure 1.3c) responsible for generating power and 

desalinated water. 

For many small off-grid communities in Australia, access to potable water are limited as are 

the availability of power generated from renewable energy sources. For this reason, the stand-

alone solar-PV energy system explored in this thesis are beneficial for remote communities as 

it is able to generate power as well as potable water making these communities more self-

reliant. Solar photovoltaics are a suitable choice for many remote areas in Australia as solar 

irradiance is plentiful. As a result, the current dependence on diesel power generation in such 

communities would be alleviated reducing carbon emissions and thus having a more positive 

environmental impact. However, in a stand-alone solar-PV hydrogen energy system 

incorporating Reverse Osmosis, having not enough potable water means the amount of 
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hydrogen that can be generated as well as the time in which the fuel cell can be operated is 

reduced. This shows maintaining the subsystems as shown in Figure 1.3 (i.e. water 

production, hydrogen and power generation) is critical for system operation as each 

subsystem makes use of the other.  

As the stand-alone energy system is dependent on the devices deployed, establishing dynamic 

(time-resolved) characteristics for the system components are important with battery, Reverse 

Osmosis and the PEM electrolyser being the major challenge. With water being a critical 

aspect of the system, characteristics for time-varying versus nominal power profile are 

compared for a renewably powered Reverse Osmosis (RO) unit. According to the research 

conducted, using nominal I-V curves results in an overestimation of desalinated water 

production with minute resolved simulations able to capture dynamic behaviour better than 

hourly resolution. Furthermore, seasonal variations in water generation occurs with less water 

produced in winter (lower solar irradiance) compared to summer and this highlights the 

importance of energy storage. 

Secondly, with the inclusion of a PEM electrolyser having a start-up transient, the effect of 

solar energy prediction and battery capacity on the operational characteristics of a solar-PV 

powered hydrogen generation system was explored. The simulations conducted utilised two 

specific methods of irradiance prediction (ASHRAE clear sky model and Neural Networks) 

which were benchmarked against measured irradiance data for Geraldton (Western 

Australia). The research identified that using a simplistic solar prediction technique 

(ASHRAE clear sky) produces larger relative errors in energy availability than Neural 

Networks when compared to measured irradiance data. Additionally, Neural Networks were 

able to predict fluctuations better than ASHRAE model across two seasons (Australian 

summer and winter). Using a Neural Network, particularly to predict solar irradiance input, 

yielded more accurate operational characteristics and hydrogen yield compared to ASHRAE. 

The thesis also explored the validity of applying Particle Swarm Optimisation (PSO) to size 

analyses and optimisation of stand-alone solar-PV hydrogen energy systems. Allowing PSO 

to adjust the system’s Power Management Strategy (PMS) results in improvements in system 

operational characteristics compared to using simplistic rule-based design methods. 

Additionally, PSO is compared to HOMER for the simultaneous optimisation of system size 

and PMS. Both Total Net Present Cost (NPC) and carbon emissions were considered whilst 

meeting two external loads (electricity and desalinated water generation). Using PSO with 
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stand-alone hybrid energy systems achieved systems having a significantly lower NPC 

compared to HOMER but at a cost of a small increase in associated CO2 emissions, with the 

margin of improvement more pronounced when water storage capacity and electrical load are 

increased. Additionally, having a time-varying water profile negatively affects system 

performance by increasing NPC and CO2 emissions compared to a static profile.  

Lastly, the research on the effect of scalability focussed on the impact, of increasing energy 

storage (e.g. batteries and water storage capacity), size of the solar-PV array and the type and 

scale of external load demand (electric and water), on system performance. Increasing the 

solar-PV size positively impacts upon system performance by allowing greater periods when 

an electrolyser and RO unit can operate and maintaining battery State-of-Charge at 100% for 

longer. Storing excess renewable energy (via batteries) has greater impact on the performance 

of smaller systems compared to larger ones with increasing electric load demand. Through 

having greater battery or water storage capacity, better renewable energy penetration was 

attained resulting in increased reliability, water and hydrogen yield. Any excess energy, 

beyond hydrogen generation or charging of batteries, is diverted to water production thus 

acting as a useful dump load for supplying the PEM electrolyser and external water demands. 

While increasing the scale of components has a positive impact on system operational 

characteristics, it has a detrimental effect on the techno-economic viability when sizing stand-

alone energy systems.  

7.2 - Future Work 

While each of the aspects analysed in this thesis has contributed to knowledge aiding the 

design of accurate, reliable, cost effective stand-alone solar-PV energy systems, there is still 

more room for further development of this research to further improve such systems. For 

example: 

• With device-level characteristics playing a major role in the performance of stand-

alone energy systems, future work should incorporate the dynamic transients of 

different types of devices. Based on a library of dynamic models of possible system 

components, a tool can be developed for sizing a stand-alone energy system that is 

most cost effective and suitable to the desired application. 

• Within stand-alone renewable energy systems, energy storage remains a critical 

component for ensuring that high system reliability. Further work is warranted into 
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the integration of energy storage with particular focus on limiting amounts of excess 

energy whilst at low systems costs. Additionally, storage device characteristics are of 

importance which relates to start-up as well as charging and discharging 

characteristics.  A potential storage mechanism, that could be further modelled, is the 

Superconducting Magnetic Energy Storage unit (SMES). 

• A complete life cycle assessment to determine the most cost effective system 

configuration of stand-alone solar energy systems, incorporating reverse osmosis for 

the provision of energy and water. This would extend to comparing different types of 

configurations to achieve the same objective. 

• Seasonal variation in load demands and renewable energy availability means systems 

must be correctly sized to ensure system reliability. The ability to predict solar 

irradiance and load demand (i.e. water and power) presents the opportunity to analyse 

an adaptive Power Management Strategy (PMS) compared to a static PMS.  

• Lastly, the construction of a laboratory-scale, stand-alone solar-PV energy system 

would be of considerable interest, to validate simulation results for a variety of 

scenarios. This would offer a means of testing the integration of intelligent techniques 

into a pilot system and adaptive system control. 
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Appendix C - Error Analysis 

In regards to this thesis, all experimental work there is a possibility of experimental error. 

Experimental measurements always have uncertainties that are referred to as errors. As a 

result, the value of any experimentally measured value will deviate from its true (nominal) 

value. It is of the utmost importance to be able to estimate how big the difference between 

these two values to determine the validity of such experiments. 

Experimental errors can be classified either as Systematic Errors or Random Errors.  

Systematic errors are errors associated with measurement instruments or techniques that 

produce consistent errors, e.g. an improperly calibrated Total Dissolved Salts (TDS) meter. 

Table 8.1 shows the uncertainties in data acquisition devices used in this thesis.  Errors in 

reading a measurement may also produce systematic errors.  Avoiding these systematic errors 

depends on the skill of the observer to detect and prevent or correct them by being consistent.  

Data Acquisition Unit Accuracy 

Hioki Power Data Logger ±2% 

CompactRIO ±0.5% 

Hydrogen Generator Monitor ±5% 

CyberScan CON 10 Cond/TDS meter ±1% 

Table 8.1 – Accuracies of experimental measurement equipment. 

Random errors are from unknown or unpredictable events in during an experiment.  Random 

errors are just as likely to produce a result that is too large as they are likely to produce one 

that is too low.  These errors are sometimes beyond the control of the observer with likely 

causes being fluctuations in temperature, piston position of the Reverse Osmosis unit or 

estimates of measurement readings by the observer. To minimise the effect of random errors, 

multiple trails or measurements and averaging the results are taken so that the random 

fluctuations become statistically insignificant.   
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This thesis uses three methods of accounting for errors. These are: 

1) Average (Mean) Value: The experimental measurements or system simulations in 
this thesis are repeated several times, and it is unlikely that identical results will be 
obtained for all trials.  For a set of measurements the true value is most probably 
given by the average or mean value.  The average or mean value <x> of a set of n 
measurements is 

 <x> = 
n

xxx n+++ ...21 = ∑
=

n

i
ix

n 1

1  
Equ. C1 

As all experiments were conducted multiple times, the errors are reduced by taking 
the mean value.       

2) Difference: The error is defined as the difference between your measured value and 
the "nominal" value. 
 Error = (Measured Value) – (Accepted Value) Equ. C2 
This type of error analysis suited the comparisons of the number of start-stop cycles 
of PEM devices.     

3) Percentage Error: The percent error (relative error) is of much greater significance 
than the actual difference between the observed value and the accepted value.  The 
percent error of an experimental value is  

  

Percent error = (
valueaccepted

Error ) ×100% Equ. C3 

If the percent error is >0, the measurement is greater than the accepted value.  If it is 
<0, then the measurement is less than the accepted value. This error analysis can be 
seen in Figure 3.6.   
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Figure 8.1 – Reverse Osmosis current profile. Sampled at 10ms. 

For example, when reading real-time voltages and current to determine device transients to 
incorporate into a MATLAB/Simulink model, the digital values are continuously fluctuating 
in steady state.  Based the error analyse using averaged values and the uncertainties of 
measurement devices, Figure 8.1 shows the Reverse Osmosis unit current profile of Chapter 
2 with errors. Due to determining the dynamic transients of system devices, the data is 
sampled as low as possible to capture all fluctuations in the profile. As a result, applying error 
bars would make plots congested and not easily read so plots throughout thesis depict the 
average value of experiments. 
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Appendix D - System Modelling 

The technical details for system components used for the modelling of a stand-alone solar 
hydrogen system in this thesis are given below. However, for full details, manuals and the 
MATLAB/Simulink system coding for the system covered in each chapter of this thesis, 
please refer to attached CD. 

D-1 - Solar-PV modules 

 

Table 8.2 - Solar module technical specifications. 

  

Parameter Value

PMAX 130WP

TREF(reference temperature) 25°C

TCELL(normal operating cell temperature) 48.2°C

ISC(short circuit current) 8.33A

IR(reverse current feed) 15A

IMP(current at max load) 7.85A

UOC(open circuit voltage) 21.56V

UMP(voltage at max load) 17.2V

µIsc( Temperature coefficient ISC) 0.05%K-1

µUoc( Temperature coefficient UOC) -0.34%K-1

µpupp(performance coefficient) -0.45%K-1

Ŋ(efficiency) 13.61%

Efficiency 13.61%
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D-2 - Power Management Unit 

 

Table 8.3 - Power Management Unit (PMU) technical specifications. 

  

Parameter Value

Modes 3

Mode 1 Automatic without PC

Mode 2
Automatic with PC(user can monitor and 

change parameters)

Mode 3 HG30 (manual hydrogen generator mode)

Data Communication Ethernet/Serial

Solar Battery Generator MS300-S01

NBatBank(supported battery bank) 2

ICHARGE(max charging current) 30A

VOUT(output voltages) 2x 12VDC/1x 230VAC

Programmable Logic Controller Beckhoff BC9000

Measurements 3x 50A Shunts

IPV(photovoltaic module current) Varying

IBatCHARGE(battery charge current) Varying

LLOADS(parasitic loads fuel cell) Varying
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D-3 - Battery 

 

Table 8.4 - Battery technical specifications. 

D-4 - Reverse Osmosis Unit 

 

Table 8.5 - Katadyn Reverse Osmosis unit technical specifications. 

 

Table 8.6 - Gunt Reverse Osmosis unit technical specifications. 

 

Parameter Value

Battery 2x Banner Standby Bull

VBAT(battery voltage) 12VDC

CBAT(battery capacity) 55Ah (@C=20hrs.)

Type
Lead Acid AGM(Absorbed 

Glass Mats)

Parameter Value

IRO(operating current) 4A/3A

VRO(operating voltage) 12VDC/24VDC

QFEED(feed water flow rate) 56L/hr.

QW(rate of water production) 5.6L/hr.(@13.8VDC)

PBR(pump pressure) 800 psi

Pump type Rotary/Reciprocating

Parameter Value

IRO(operating current) 5.2A

VRO(operating voltage) 230V/50Hz

QFEED(feed water flow rate) 425L/hr.

QW(rate of water production) 108L/hr(maximum)

PBR(pump pressure) 120 bar

Pump type Piston
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D-5 - Hydrogen Generator 

 

Table 8.7 - PEM electrolyser and Metal Hydride storage technical specifications. 

D-6 - Fuel Cell 

 

Table 8.8 - PEM Fuel Cell technical specifications. 

  

Parameter Value

Hydrogen input Max 17 bar

Hydrogen out 0-17 bar

Solenoid valve control signal 12V

Pressure Relief Valve 25 bar

Stop valve Manual

Type Metal Hydride Storage

Storage capacity Max 3x 760 SL

Discharge rate 3x 5.5 SL/min

Filling pressure 10-17 bar

Parameter Value

Rated Output 1200W

Operating Voltage 22-50V

Rated Voltage 26V

Power consumption during start 60W

Hydrogen flow meter ±1.5% of final value
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Appendix E - Neural Networks 

An Artificial Neural Network23 (ANN) is a computer model that takes inspiration from the 

way biological systems, such as the brain, process information. It is composed of a large 

number of interconnected elements, called neurons, working to solve specific problems. 

However, in order for ANNs to solve problems they need a set of training data that it uses to 

learn relationships between inputs and outputs.  An ANN must be trained and configured for 

a specific application, such as pattern recognition or data classification, through a learning 

process. 

 ANNs have many advantages over traditional (e.g. statistical analysis) methods of 

modelling. These advantages include but not limited to:  

1. Adaptive: An ability to learn how to do tasks based on the data given for training.  

2. Self-Organisation: An ANN can create its own organisation or representation of the 

information it receives during learning time.  

3. Real Time Operation: ANN computations can be carried out in parallel. 

While ANNs have numerous applications, in regard to this thesis an ANN was used for the 

prediction of solar irradiance. As solar irradiance like many environmental conditions (e.g. 

temperature, rainfall, wind speed etc.) are time-series, feedforward Neural Networks are the 

most widely used to forecast this data due to its straightforwardness as found through the 

literature review conducted in Chapter 3. However, while feedforward networks are 

worthwhile for static time-series data, inaccuracy occurs in more complex stochastic data 

such as solar irradiance. This complexity arises due to season, location, cloud cover etc. In 

this regard, recurrent networks are networks with one or more cycles that apply to time series 

data and that use outputs of network units at time t as input to other units at time t+1 are more 

23 Further Neural Network theory can be obtained from: 

[1] White H. Artificial Neural Networks: Approximation and Learning Theory: Blackwell 

Publishers, Inc.; 1992. 
[2] Reed RD, Marks RJ. Neural Smithing: Supervised Learning in Feedforward Artificial Neural 

Networks: MIT Press; 1998. 

[3] Vidyasagar M. A Theory of Learning and Generalization: Springer-Verlag New York, 

Inc.; 2002. 
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suitable. However, the main disadvantage of such a network lies in their difficulty to train as 

large amounts of historical data must be used. 

As meteorological datasets (i.e. solar irradiance, rainfall etc.) are season dependant, a NARX 

(Nonlinear autoregressive with external input) network, as shown in Figure 8-2, was utilised 

because it is able to predict one time series given past values of the same time series. 

 

Figure 8.2 - NARX (Non-linear autoregressive with external input) network. 

A Nonlinear AutoRegressive network with eXogenous inputs (NARX) is a type of recurrent 

dynamic network which is commonly used in time-series modelling and uses a feedback 

process to self-iterate. The defining equation for the NARX model is given below in Equation 

2, whereby the output signal y(t) is regressed on previous (historical) values of the output 

signal and previous values of an independent (exogenous) input signal u(t): 

𝑦𝑦(𝑡𝑡) = 𝑓𝑓(𝑦𝑦(𝑡𝑡 − 1),𝑦𝑦(𝑡𝑡 − 2), … . ,𝑦𝑦�𝑡𝑡 − 𝑛𝑛𝑦𝑦�,𝑢𝑢(𝑡𝑡 − 1),𝑢𝑢(𝑡𝑡 − 2), … . ,𝑢𝑢(𝑡𝑡 − 𝑛𝑛𝑢𝑢)) Equ. E1 

 

 

 

 

 

 

Appendix F - Particle Swarm Optimisation 

In particle swarm optimization, simple software agents, called particles, move in the search 

space of an optimization problem. The position of a particle represents a candidate solution to 

169 
 



the optimization problem at hand. Each particle searches for better positions in the search 

space by changing its velocity according to rules originally inspired by behavioural models of 

bird flocking. 

The PSO algorithm starts by generating random positions for the particles, within an 

initialization region. Velocities are usually initialized within a region but they can also be 

initialized to zero or to small random values to prevent particles from leaving the search 

space during the first iterations. During the main loop of the algorithm, the velocities and 

positions of the particles are iteratively updated until a stopping criterion is met. 

Where 𝑉𝑉𝑡𝑡𝑘𝑘 is the possible dimension for i particles with position (Xi
k) and velocity (Vi

k), the 

individual best position of particle I (Pbest), the global best position (Gbest), inertia weight (w) 

which controls how much of the particles previous velocity (speed which particle moves in 

the search space) is retained, iteration number (k) for a total of n iterations, non-negative 

acceleration factors (C1 and C2), random numbers (R1 and R2) in the range of [0, 1] and a 

constriction factor (K) which controls the velocity magnitude. The cognitive acceleration 

constant (c1) controlling how much the particle heads towards its personal best position. The 

social acceleration constant (c2) which controls the tendency that the particle heads towards 

the global best position. The acceleration parameters of the PSO algorithm are selected based 

on a “grid search” method whereby each parameter (c1 and c2) are changed in intervals of 

0.5 to a maximum of 2.  

The optimisation technique used within this research is Particle Swarm Optimisation (PSO). 

PSO is not available in MATLAB tools, thus the PSO algorithm had to be developed and 

adapted to optimise the stand-alone renewable energy system. The PSO algorithm is based 

upon previous MATLAB PSO coding24 and modified for maximum performance for the 

stand-alone energy systems explored in this thesis. For the PSO algorithm coding as well as 

values for the system configuration, please refer to the attached CD. 

 

24 Ebbesen, S., Kiwitz, P. and Guzzella, L. "A Generic Particle Swarm Optimization Matlab 
Function", 2012 American Control Conference, Proceedings of the, June 27-29, Montreal, 
Canada, pp. 1514-1524 

𝑉𝑉𝑡𝑡𝑘𝑘+1 = 𝐾𝐾(𝑉𝑉𝑖𝑖𝑘𝑘 × 𝑤𝑤 + 𝑐𝑐1 × 𝑅𝑅1 × �𝑃𝑃𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏(𝑖𝑖) − 𝑋𝑋𝑖𝑖𝑘𝑘� + 𝑐𝑐2 × 𝑅𝑅2 × �𝐺𝐺𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏 − 𝑋𝑋𝑖𝑖𝑘𝑘�) Equ. F1 
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Appendix G - Datasets  

This thesis utilised the following datasets for simulations: 

1. Solar Irradiance; 

2. Wind Speed; 

3. Rainfall; 

4. Electric load demand profile; and 

5. Water load demand (consumption) profile 

Due to the resolution of the data used (i.e. 1 minute) over an entire year/s, please refer to 

attached CD for the full datasets.  
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