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Establishment and mapping of heterogeneous anomalies
in network intrusion datasets

Liam Riddell @, Mohiuddin Ahmed @ and Paul Haskell-Dowland

School of Science, Edith Cowan University, Joondalup, Australia

ABSTRACT ARTICLE HISTORY
Anomaly detection in the scope of network security aims to iden- Received 16 June 2022
tify network instances for the unexpected and unique, with various ~ Accepted 20 November 2022
security operations employing such techniques to facilitate effec- KEYWORDS

tive threat detection. Howevgr, many systems have been designed Anomaly detection;
based on thg absolute mapping of attacks to one of three anomaly heterogeneous mapping;
types (i.e. point, collective, or contextual), a strategy not supported point; collective; contextual
by the recent findings of hybrid anomaly classifications. Given the

growing usage of network anomaly detection and the implications

of hybrid anomalies, we propose several heterogeneous anomaly

types and provide an unsupervised approach for the automated

mapping of network threats. Initial findings on publicly available

intrusion datasets support the existence of four unique heteroge-

neous anomaly types, providing unique insight regarding the next

generation of network anomaly detection systems.

1. Introduction

The continued growth of network communication has led to a security crisis in recent years.
With growing device diversity and security often being an afterthought, digital defence
is a continuously expanding endeavour. By 2023, an estimated two-thirds of the world’s
population will be internet-connected, resulting in a near 60% increase in network-capable
devices from 2018 (Cisco, 2020). In line with this, by 2025, it is estimated that cybercrime
will cost upwards of US$10.5 trillion in damages per year, a 250% increase compared to the
USS$3 trillion estimates of 2015 (Morgan, 2020).

Anomaly detection broadly refers to approaches that identify instances, data points, or
events that fall outside the scope of the previously observed (Ahmed et al., 2016; Ariyalu-
ran Habeeb et al., 2018; Bhuyan et al., 2013; Chen et al., 2020; Moustafa et al., 2019; Zhou &
Guo, 2018; Zoppi et al., 2020). Heavily leveraged by various Intrusion Detection Systems
(IDS), Network Anomaly Detection Systems (NADS) have seen wide adoption, offering
improved system robustness and unsupervised operation. (Bovenzi et al., 2020; Dahiya &
Srivastava, 2018; Fernandes et al., 2019; Guarino et al., 2022; Kiani et al., 2020; Mirsky
et al.,, 2018; Zoppi et al., 2020). Similarly, due to their focus on abnormality, NADS are also
able to discover previously undocumented attacks (Bovenzi et al., 2020; Mirsky et al., 2018;
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Zhou & Guo, 2018; Zoppi et al.,, 2021, 2020), a unique characteristic that has received spe-
cific attention from industry to tackle the growing challenges of zero-day vulnerabilities
(Ahmed, 2019; Bovenzi et al., 2020; Fernandes et al., 2019; Zhou & Guo, 2018; Zoppi et al.,
2021).

Given this, NADS have noted difficulties identifying obfuscated threats (i.e. malware,
backdoors) (Zoppi et al, 2021). A shortcoming highlighted by the discovery of Heart-
bleed, a critical vulnerability initially missed by numerous high-level security firms (Chen
et al, 2021; Lee et al., 2014). In response, researchers have attempted to map network
threats to specific anomaly definitions based on their underlying qualities (Ahmed, 2019;
Fernandes et al., 2019; Kendall, 1999), improving attack understanding and guiding NADS
development.

Primary works (Ahmed et al., 2016; Kendall, 1999) initially focused on mapping entire
attack vectors to a respective anomaly type based on their fundamental characteris-
tics. While undoubtedly useful, these original mappings have grown outdated due to
the growth of attack variation, with only recent mapping endeavours focusing on the
classification of individual attack types (i.e. heartbleed) (Zoppi et al., 2020).

Further adding complexity is the proposition of anomaly hybridisation, whereby a
threat can simultaneously express qualities of two or more distinct anomaly types (Araya
etal, 2016; Jiang et al., 2014). Initial research by Jiang et al. (2014) proposed a system capa-
ble of the real-time detection of contextual collective anomalies from data streams, with
the term contextual collective used to explain an identified cross-over of qualities. While
these findings spurred the development of several approaches (Araya et al., 2016; Dou
etal., 2019; Hu et al., 2021), their implementations are often outside the scope of network
security.

Additionally, Zoppi et al. (2020) found that both Denial of Service (DoS) and Distributed
Denial of Service (DDoS) attacks can present both point/collective and collective/contextual
qualities. The authors utilised a semi-supervised approach to map the anomaly characteris-
tics of attacks from several network intrusion datasets. Further, the research demonstrated
that models trained on one attack could detect differing attacks, assuming they shared
identical anomaly classifications. Given this, the mapping procedure utilised human inter-
pretation to identify contextual associations, an inherent shortcoming given the known
difficulties of contextual detection.

Further, research by Kiani et al. (2020) also identified that anomaly types often showcase
thin class boundaries, with enough segregation within to prompt additional classification
categories. Ultimately, this led the authors to suggest the existence of two unique anomaly
types: collective normal and collective point. However, as with Jiang et al. (2014), the datasets
utilised were outside the scope of network security.

Given the recent findings of anomaly hybrids (Jiang et al., 2014; Kiani et al., 2020; Zoppi
et al,, 2020) and the attack variety challenges currently facing NADS development (Araya
etal.,, 2016; Bovenzietal., 2020; Dou et al., 2019; Guarino et al., 2022; Jiang et al., 2014; Mirsky
et al,, 2018), a clear area of exploratory research into the heterogeneous anomaly poten-
tials of network attacks emerge. Similarly, the development of an unsupervised approach
for the automated mapping of threats aims to expedite anomaly research and reduce
interpretation bias. Facilitating the next generation of NADS in overcoming the volume
and security issues facing the 21st century (Bovenzi et al., 2020; Dahiya & Srivastava, 2018;
Guarino et al., 2022; Mirsky et al., 2018).
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1.1. Contribution

The primary contributions of this paper include the establishment of several unique
heterogeneous anomalies, simultaneously explaining the hybridised potentials of Zoppi
et al. (2020), the thin class boundaries of Kiani et al. (2020), and the previously documented
contextual collective type of Jiang et al. (2014). The paper also provides a methodology
adapted from Zoppi et al. (2020) to classify network threats in an unsupervised and auto-
mated manner. Further, this method is applied to several networking intrusion datasets,
demonstrating the existence of all theorised heterogeneous anomaly types. Finally, the
paper details the implications of these discoveries, highlighting their impact on future
NADS development and, more broadly, how these findings alter the current network
anomaly landscape.

1.2. Structure

The paper is structured as follows: Section 2 gives an overview of the pre-existing anomaly
types, providing essential context to the topic. Section 3 then lays the foundations for
our hypothesised heterogeneous anomaly types, detailing their theoretical underpinnings.
Section 4 then describes an unsupervised approach for mapping attacks to anomaly types,
the datasets utilised, and the overall experimental procedure. Section 5 presents the exper-
imental results and associated mappings, with Section 6 providing relevant discussion on
our results and their implications. Finally, Section 7 concludes the paper and highlights the
direction of future work.

2. Traditional anomalies

Fundamentally, three distinct categories have been used to classify network anomalies:
point, collective, and contextual (Ahmed et al., 2016; Ariyaluran Habeeb et al., 2018; Bhuyan
et al., 2013; Chandola et al., 2009; Chen et al., 2020; Zhou & Guo, 2018; Zoppi et al., 2020),
the details of which are presented throughout this section. While the various definitions of
anomalies are critical to multiple fields, it is essential to remember that anomaly detection
is the isolation of “uniqueness” amongst a proverbial “sea of variables” (Ariyaluran Habeeb
et al,, 2018; Chen et al., 2020).

2.1. Point anomalies

Point anomalies are classical data outliers (Ariyaluran Habeeb et al, 2018; Bhuyan
et al., 2013; Chatterjee & Ahmed, 2022; Fernandes et al., 2019; Moustafa et al., 2019; Zoppi
etal, 2020) and deemed instances that explicitly fall outside the expected scope of normal-
ity (Ariyaluran Habeeb et al., 2018; Bhuyan et al., 2013; Chatterjee & Ahmed, 2022; Zoppi
et al,, 2020). Characterised by distinct separation, they are often the simplest to detect
(Zhou & Guo, 2018). However, they rely on monitoring suitable data features during their
occurrence.

Table 1 shows an example of a point anomaly, whereby instance eight falls outside the
scope of normality, specifically regarding the “Duration” feature. In this case, instance eight
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Table 1. Example of a point anomaly in the context of network traffic data.

Data Features

No. Time Received Total Duration Protocol Type Port Accessed Anomaly Label
1 10:30 0.022s TCP 53 Normal
2 10:31 0.007s ubpP 389 Normal
3 10:31 0.102s TCP 80 Normal
4 10:32 0.012s TCP 53 Normal
5 10:32 0.201s ubp 80 Normal
6 10:32 0.036s TCP 389 Normal
7 10:33 0.024s TCP 80 Normal
8 10:33 2.943s ubp 80 Point

9 10:34 0.105s TCP 389 Normal
10 10:34 0.024s ubpP 53 Normal

would associate strongly with a point anomaly classification due to outright deviation from
the global norm.

Based on this definition, a User to Root (U2R) attack would be an example of a point
anomaly, whereby a malicious user would gain increased access to a system via an exploit
(Ahmed et al., 2016). Such an attack is usually characterised by a singular instance that
garners access to a system, often presenting itself as a clear outlier compared to the
surrounding data.

2.2. Collective anomalies

Collective anomalies refer to a cluster of associated instances that, when viewed col-
lectively, appear anomalous compared to available data (Ariyaluran Habeeb et al., 2018;
Chatterjee & Ahmed, 2022; Fernandes et al., 2019; Moustafa et al., 2019). However, on
an individual level, they often appear normal, only standing out when viewed holistically
(Bhuyan et al,, 2013; Chatterjee & Ahmed, 2022; Zoppi et al., 2020). Given this, collective
anomalies are often identifiable from their repetitive nature, as demonstrated by DoS,
DDoS, and brute force attacks (Ariyaluran Habeeb et al., 2018; Zoppi et al., 2020).

Table 2 demonstrates an example of a collective anomaly. Individually instances six
through eight do not constitute apparent individual anomalies. However, these instances
collectively fall outside the scope of normality regarding the “Port” feature, presenting
abnormal successive repetition. It is important to note that this example does not contain
point-identifying features, as shown in Table 1, with each type of classification (i.e. point,
collective, contextual) being explicitly distinct.

An example of a collective anomaly would be repeated attempts to access a system using
approximated credentials maliciously (i.e. brute force). Given the properties of Table 2, the
continuous repetition of instances attempting access to port 22 may indicate a Secure
Shell (SSH) brute force attack. However, only when viewed collectively do they highlight
an anomaly, as individually, they appear to be standard login attempts.

2.3. Contextual anomalies

Contextual anomalies are instances deemed abnormal when viewed within the specific
context of various meta-features (Ahmed et al., 2016; Chatterjee & Ahmed, 2022; Moustafa
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Table 2. Example of a collective anomaly in the context of network traffic data.

Data Features

No. Time Received Total Duration Protocol Type Port Accessed Anomaly Label
1 02:41 0.002s TCP 80 Normal

2 02:41 0.114s TCP 22 Normal

3 02:42 0.259s TCP 80 Normal

4 02:42 0.136s ubp 22 Normal

5 02:43 0.311s ubp 80 Normal

6 02:44 0.219s TCP 22 Collective
7 02:44 0.221s TCP 22

8 02:44 0.243s TCP 22

9 02:45 0.243s TCP 80 Normal
10 02:46 0.109s ubp 22 Normal

Table 3. Example of a contextual anomaly in the context of network traffic data.

Data Features

No. Time Received Total Duration Protocol Type Port Accessed Anomaly Label
Baseline Begins

1 22:15 0.102s ubP 53 Normal

2 22:16 0.323s TCP 389 Normal

3 22:17 0.512s TCP 389 Normal

4 22:17 0.324s ubP 138 Normal

5 22:18 0.137s UDP 53 Normal

Baseline Ends

6 22:18 0.492s TCP 53 Normal

7 22:18 0.247s ubpP 389 Normal

8 22:19 0.375s TCP 700 Contextual
9 22:20 0.289s TCP 138 Normal

10 22:21 0.125s TCP 389 Normal

et al, 2019; Zoppi et al., 2020). However, the most associated context is time (Bhuyan
etal., 2013). Given this, contextual anomalies can also be identified during associated trend
changes (Zoppi et al., 2020), whereby they express a rapid alteration from and return to nor-
mality. Due to this, contextual anomalies can be detected by comparison to a previously
established local baseline (Zoppi et al., 2021).

As demonstrated in Table 3, instance eight falls outside contextual normality when com-
pared to the established baseline. Specifically due to an abnormal occurrence of the Port
feature (i.e. 700), with an immediate return to normality. While the instance could be given
a point anomaly classification, this would rely on the Port feature not being used benignly
during data collection.

A real-world example of a contextual anomaly is the unique port communications car-
ried out by malware to exfiltrate information. While generally obfuscated, these interactions
stand out when viewed within the context of normality. As per the example shown in
Table 3, the abnormal occurrence of port 700 could be a malicious communication link,
given the context of being outside business hours (i.e. 10:19 PM).

3. Heterogeneous anomalies

Due to the growing prevalence of zero-day attacks and the current demands on auto-
mated security systems, an improved network anomaly classification schema is a critical
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Figure 1. Venn diagram of hypothesised heterogeneous anomalies.

research objective. Further, the traditional anomaly classifications are no longer suited
to tackle the growing threat diversity of recent years, as highlighted by the discovery of
hybrid anomalies in various domains (Jiang et al., 2014; Kiani et al., 2020; Zoppi et al., 2020).
Therefore, a more diverse classification approach would enable the improved development
of targeted detection approaches by distilling the core representational characteristics of
threats. For example, given that a specific attack demonstrated both point and collec-
tive properties, said attack could be detected more precisely without the computational
overhead of contextual analysis.

Additionally, given the established and reviewed nature of the traditional anomaly types,
additional core variants are unlikely to exist. However, based on previous works (Jiang
et al.,, 2014; Kiani et al., 2020; Zoppi et al., 2020), we hypothesise that network attacks may
regularly fall under two or more anomaly types simultaneously. Figure 1 highlights the
hypothesised heterogeneous anomaly landscape in the form of a Venn diagram. We also
name these unique heterogeneous variants serriform, unitextual, polytextual, and polyform
for simplicity and provide examples in the same format as the previous section. These het-
erogeneous (i.e. hybridised) variants make up the complete domain of potential crossover,
presenting a diverse range of unexplored and potentially missed anomaly classifications.

3.1. Serriform anomalies

A serriform anomaly are instances that demonstrate the qualities of both point and
collective types simultaneously. Given these pre-existing classes, a concise definition of
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Table 4. Example of a serriform anomaly in the context of network traffic data.

Data Features

No. Time Received Total Duration Protocol Type Port Accessed Anomaly Label
1 07:11 0.324s TCP 389 Normal

2 07:11 0.514s UbP 22 Normal

3 07:12 0.159s TCP 53 Normal
4 07:12 0.756s ubp 22 Normal

5 07:13 0.261s TCP 80 Normal
6 07:14 2.219s TCP 22 Serriform
7 07:14 2.221s TCP 22

8 07:14 2.243s TCP 22

9 07:15 0.243s TCP 80 Normal
10 07:16 0.109s ubpP 22 Normal

a serriform anomaly would be instances that stand out due to feature separation (i.e.
point) and successive repetition (i.e. collective). Table 4 demonstrates an example of a ser-
riform anomaly, whereby instances six through eight constitute apparent point anomalies
regarding the Duration feature. However, they also present abnormal successive repetition
compared to previous instances. Further, they showcase a minimal distance between each
other, a highly collective property (Zoppi et al., 2020).

3.2. Unitextual anomalies

A unitextual anomaly is the hybridisation of both point and contextual properties, result-
ing in an instance that stands out due to global feature distinction (i.e. point) and when
viewed within contextual normality (i.e. contextual). While the definitions of point and con-
textual anomalies are mutually exclusive, the existence of unitextual anomalies is based on
the broad feature sets utilised by modern NADS. Whereby, some features will demonstrate
a shift within the contextual short term (i.e. contextual), with others showcasing outright
deviation (i.e. point).

An example of a unitextual anomaly is shown in Table 5, whereby instance eight simul-
taneously falls outside the global and contextual scope of normality (i.e. point and con-
textual), specifically regarding the abnormal occurrences of the Duration and Port features,
respectively.

Table 5. Example of a unitextual anomaly in the context of network traffic data.

Data Features

No. Time Received Total Duration Protocol Type Port Accessed Anomaly Label
Baseline Begins

1 02:33 0.192s UDP 389 Normal

2 02:33 0.457 s TCP 138 Normal

3 02:34 0.654s TCP 389 Normal

4 02:35 0.761s UDP 53 Normal

5 02:35 0.186 s ubP 53 Normal

Baseline Ends

6 02:36 0.428s ubP 389 Normal

7 02:37 0.746 s ubP 138 Normal

8 02:37 1.837s TCP 3150 Unitextual
9 02:37 0.323s UbP 53 Normal
10 02:38 0.119s TCP 53 Normal
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3.3. Polytextual anomalies

Polytextual anomalies result from the mixture of both collective and contextual anomaly
characteristics. Such an anomaly can be considered instances that stand out due to suc-
cessive instance repetition (i.e. collective) and when outside contextual normality (i.e.
contextual). As shown in Table 6, instances seven through nine present abnormal succes-
sive repetition that simultaneously falls outside the contextual scope of normality due to
the abnormal occurrence of 22 for the Port feature compared to the baseline.

Table 6. Example of a polytextual anomaly in the context of network traffic data.

Data Features

No. Time Received Total Duration Protocol Type Port Accessed Anomaly Label
Baseline Begins

1 09:15 0.102s TCP 53 Normal

2 09:16 0.323s TCP 389 Normal

3 09:17 0.5125s ubp 389 Normal

4 09:17 0.324s TCP 138 Normal

5 09:18 0.137s ubP 53 Normal

Baseline Ends

6 09:19 0.492s TCP 53 Normal

7 09:19 0.375s TCP 22 Polytextual

8 09:20 0.375s TCP 22

9 09:20 0.289s TCP 22

10 09:21 0.125s ubpP 389 Normal

3.4. Polyform anomalies

Finally, a polyform classification represents the mixture of all three types of point, collec-
tive and contextual anomalies. Such a hybrid would be defined by instances that stand
out due to feature distinction (i.e. point), successive instance repetition (i.e. collective), and
simultaneously appear outside the context of normality (i.e. contextual). Table 7 presents
an example of a polyform anomaly, whereby instances seven through nine fall outside
the global scope of normality, specifically regarding the Duration feature. Additionally, the
instances present abnormal successive repetition while simultaneously falling outside the
contextual scope of normality of the previous baseline.

4. Methodology
4.1. Datasets

Dataset selection was focused on allowing the analysis of various feature sets and vari-
ous attack types. Based on these requirements, selected datasets included: UNSW-NB15,
CIC-IDS2017, and three of the four NDSec-1 datasets (i.e. BYOD, Botnet, Wateringhole). The
characteristics of which are highlighted in Table 8.

4.1.1. UNSW-NB15

UNSW-NB15 (Dahiya & Srivastava, 2018; Moustafa et al., 2017; Moustafa & Slay, 2015, 2016;
Moustafa et al., 2017; Sarhan et al., 2020), is an emulated dataset consisting of real net-
work traffic and synthetic attacks. The full dataset contains 2,540,044 captured network
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Table 7. Example of a polyform anomaly in the context of network traffic data.

Data Features

No. Time Received Total Duration Protocol Type Port Accessed Anomaly Label
Baseline Begins

1 11:23 0.345s ubp 53 Normal

2 11:23 0.267 s ubpP 389 Normal

3 11:23 0.668 s TCP 389 Normal

4 11:24 0.541s TCP 138 Normal

5 11:24 0.371s ubP 53 Normal

Baseline Ends

6 11:25 0.313s ubpP 53 Normal

7 11:25 2.131s TCP 22 Polyform

8 11:26 1.754s TCP 22

9 11:27 1.893s TCP 22

10 11:28 0.197 s ubpP 389 Normal

Table 8. Characteristics of the utilised datasets.

Characteristics

Dataset Volume Features Attack Types
UNSW-NB15 2,540,044 47 9
*BYOD 6832 19 5
*Botnet 5915 19 6
*Wateringhole 3451 19 4
CICIDS-2017 2,830,743 78 14

*Subset of NDSec-1.

instances, with 47 unique features per instance. The dataset is fully labelled with each
instance deemed normal or a specified attack type and was created due to the need for
datasets to accurately represent modern attack vectors within network traffic environ-
ments. The dataset contains several unique attacks, including DoS, DDoS, reconnaissance,
and exploits.

4.1.2. NDSec-1

NDSec-1 (Beer & Biihler, 2017; Beer et al., 2017) is a collection of datasets containing various
synthetic attacks and real network traffic provided via a campus network. The collection
consists of four unique data subsets: a bring-you-own-device (i.e. BYOD) variant, a Botnet-
orientated dataset, a Wateringhole variation, and an “other” subset. However, as the “other”
dataset contained little to no attack instances for mapping, only the BYOD, Botnet, and
Wateringhole subsets were used. Each dataset contains 19 unique network features and
varying attack types, including DoS, malware, web attacks, and spoofing.

4.1.3. CIC-IDS2017

The Canadian Institute for Cybersecurity developed CIC-IDS2017 (Sharafaldin et al., 2018)
due to a lack of attack diversity, reliability, and traffic variety of existing datasets. The
dataset contains 2,830,743 unique instances, with 78 features collected over five days.
CIC-IDS2017 is an emulated dataset with naturally generated normal data and manually
executed attacks. This fully labelled dataset contains numerous threats, including several
DoS types, DDoS, botnet, brute force, and cross-site scripting (XSS).
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4.2. Pre-processing

Due to the minimal representation of some attacks, the implications of missing data, and
the presence of non-numerical data features, dataset pre-processing was conducted to
improve overall analysis accuracy:

(1) Attack types with less than ten total instances for a respective dataset were removed
from the analysis to ensure that attacks with low sample populations did not limit
anomaly characteristic identification. Removing Malware from NDSec-1 BYOD, Exploit
from NDSec-1 Wateringhole, and Exploit, Miscellaneous, Web Attacks from NDSec-1
Botnet.

(2) Allindividual feature values that presented null or infinite values were subsequently set
to zero. This alteration was selected to preserve the type integrity of numerical feature
types, preventing them from being unnecessarily encoded.

(3) Features presenting non-numerical values were converted to numerical representa-
tions via casting to unique integers, ensuring all features could be analysed.

4.3. Association and mapping

In order to map various attack types to respective anomaly classifications, an adapted
version of the approach by Zoppi et al. (2020) was utilised. Overall, this method enabled
the anomaly characteristics of various attack types to be quantified and mapped.
The pseudocode of which is shown in Figure 2. Further, all available features of
each respective dataset were analysed in full to document all potential anomalous
properties. The following section details the procedures used and how mapping was
undertaken.

4.3.1. Point anomaly identification

Point anomaly identification was based on the principles of outright feature separation
from the global normal and achieved using the pseudocode demonstrated in Figure 3.
Firstly, global normality was established for each feature by calculating the mean and stan-
dard deviation of all non-attack instances. These feature means were then compared to
the feature values of each attack instance, with those falling outside the normal feature
mean by two or more standard deviations being tallied. This process was repeated for each
attack instance, deriving the proportion of attacks demonstrating outright deviation for
said feature. If more than 50% of the total attack instances demonstrated separation (i.e.
the majority), the attack type was considered to display point anomaly characteristics for
said feature.

Once conducted on all available dataset features, the total number of features demon-
strating point characteristics was divided by the number of features analysed. This cal-
culation resulted in the percentage of features showcasing point anomaly character-
istics for a particular attack type and, therefore, its association with a point anomaly.
Further, to prevent cross-contamination, features presenting point anomaly charac-
teristics were added to an exclusion set, preventing their review during contextual
analysis.
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Anomaly Identification and Mapping

Input: DS, Pre-Processed Dataset
Output: R, Results
Start

results = [];

# For each attack type in the dataset.
for instance_type in (DS['Label'l.unique()):

# If the instance_type is normal then skip.
if instance_type == "normal":
continue;

# Create normal and attack splits from dataset.
n_split = DS[DS|['Label'].isin(["normal"])];
a_split = DS[DS['Label'l.isin([instance_type])];

# Calculate the point, collective, contextual results for an attack.
point, excluded_features = Point(n_split, a_split);

collective = Collective(n_split, a_split);

contextual = Contextual(n_split, a_split, excluded_features);

# Append attack type results to results array.
results[instance_typel.append(point, collective, context);
end;

# Calculate the final mapping for attack types.
results = Mapping(results);

# Return results array for all attack types.
return results;
End;

Figure 2. Pseudocode overall process of identification and mapping.

4.3.2. Collective anomaly identification
Collective anomaly identification relied on reviewing the nearby surrounding instances of
an attack for subsequent abnormal repetition (i.e. clustering), a hallmark of collectively
associated anomalies (Zoppi et al., 2020).

As shown in Figure 4, firstly, each instance of an attack type had its prior and post
100 instances reviewed for identical attack repetition. The size of this review window was
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Point

Input:

Output:

Start

End;

Anomaly Identification
n_split, Normal Split
a_split, Attack Split
R, Point Results
EF, Excluded Features

point_count = 0;
EF = [J;

# For each feature in the normal subset!
for each feature in n_split.columns:

count = 0;

# Calculate normal mean and standard deviation!
mean = n_split{feature].mean();
std_dev = n_split|feature].std();

# Count the number of attacks outside mean +/- 2 std.dev!
count += (a_split{feature] >= mean + (2 * std_dev)).sum();
count += (a_split[feature] <= mean - (2 * std_dev)).sum();

# If more than 50% of instances are outside mean +/- 2 std.dev!
if count /len(a_split) > 0.50:

# Increment point feature counter and add feature to EF!
point_count += 1;
EF.append(feature);

end;

# Return the percentage of features outside mean +/- 2 std.dev!
return ((point_count /len(n_split.columns) * 100)), EF;

Figure 3. Pseudocode demonstrating the identification of point anomalies.

selected to maintain sensible collective identification capabilities, whereby too small of
a window would reduce overall collective identification, and too large would artificially
inflate the repetition count. Further, this window size ensured a suitable repetition time
frame, allowing for the inclusion of normal instances in-between attack instances (Zoppi

et al., 2020), as expected in a high volume, real-world networking scenarios.
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Collective Anomaly Identification

Input: a_split, Attack Split
Output: &, Collective Results
Start

collective_array = [;

# For each attack in the attack split!
for each attack in a_split:

# Calculate prior and post window range!
prior = attack.Index - 100;
post = attack.Index + 100;

# Count number of attacks between prior and post window!
count = a_split[(a_split.Index > prior) & (a_split.Index < post)];

# Add value of count minus 1 to collective array!
collective_array.append(len(count) - 1);
end;

# Return mean of collective_array!
return collective_array.mean();
End;

Figure 4. Pseudocode demonstrating the identification of collective anomalies.

Each identical attack within this prior and post review window was then totalled, the
value recorded, and the process repeated for each separate instance of an attack type. Once
achieved, the mean number of repetitions was used to quantify an attacks association to
that of a collective anomaly.

4.3.3. Contextual anomaly identification
Contextual anomaly identification was focused on the principle of deviation from the local
normal and was arguably the hardest to identify. Research by Zoppi et al. (2020) utilised the
manual (i.e. visual) comparison of the 30 prior and five post non-attack instances to deter-
mine contextual association. However, this approach could be considered biased and prone
to inaccuracy. To mitigate this, we use a fully automated approach, as shown in Figure 5,
which removes the human interpretation bias of contextual analysis.

Firstly, each instance of an associated attack type had its closest 15 non-attack instances
sampled both prior and post, establishing two windows of local normality (i.e. baselines).
Identical prior and post window sizes were selected to prevent bias towards either window,
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Contextual Anomaly Identification

Input: EF, Excluded Features
n_split, Normal Split
a_split, Attack Split

Output: R, Contextual Results

Start

contextual_count = 0;
prior_dev = [];
post_dev = [];

# For each attack in the attack split!
for each a in a_split:

# Create prior and post normal windows!

prior = n_split[(n_split.Index >= (a.Index - 15) &
(n_split.Index <= a.Index)];

post = n_split[(n_split.Index >= a.Index) &
(n_split.Index <= (a.Index + 15))];

# For each feature in attack sample not in excluded features!
for each feat in a_split.columns not in EF:

# Append attack feature deviation for prior and post!
prior_dev(feat] += abs((a[feat] - prior[feat].mean())
| prior(feat].std());
post_dev|[feat] += abs((a[feat] - post{feat].mean())
| post]feat].std());
end;
end;

# For each feature in attack sample not in excluded features!
for each feat in a_split.columns not in EF:

# If mean of prior and post deviations greater than 2!
if prior_dev[feat]. mean >= 2 and post_dev[feat].mean >= 2:

# Increment contextual counter by 1!
contextual_count += 1;
end;

# Return percentage of features 2 std.dev from prior and post mean!
return ((contextual_count / len(a_split.columns) * 100));
End;

Figure 5. Pseudocode demonstrating the identification of contextual anomalies.
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reducing the chance of misidentification. Similarly, a window size of 15 allows the reliable
establishment of local normal while maintaining computational time frames, a significant
challenge for higher volume datasets.

Secondly, each feature not present in the excluded feature set (i.e. point-associated) was
reviewed. During this, the mean and standard deviation of each feature’s prior and post
windows was compared to the associated feature values of an attack using Equation (1).
Whereby the feature value of an attack (x) was subtracted by the mean of the prior or post
window (u,) and then divided by the window's standard deviation (op,). Finally, the absolute
value was recorded and the process repeated for each attack instance.

)

X J—
Feature Deviation = 'M
On

Once all attack instances had their prior and post deviation values calculated, each feature
not contained within the excluded feature set (i.e. point-associated) was looped through
again. Where for each feature, if its prior and post deviation results were both greater than
or equal to two, the attack type was considered to showcase contextual deviation for said
feature. Again, a minimum deviation of two was selected to maintain comparability to the
deviation requirements of point anomaly identification, preventing association bias.

This process was repeated for all features, with the total number of features deemed
contextual being tallied. This value was then divided by the number of features anal-
ysed, deriving the percentage of features presenting contextual qualities and, therefore,
an attack type’s association level to that of a contextual anomaly.

4.4. Anomaly type mapping

The final mapping of anomaly types used a threshold-based approach, whereby attack
types demonstrating point, collective, or contextual results falling above a predefined
threshold were mapped respectively. In the event of an attack type falling above multiple
anomaly thresholds simultaneously, the attack was subsequently mapped to one of the-
orised heterogeneous anomaly types of Section 3. This procedure enabled attacks to be
mapped explicitly to the traditional anomaly types and, if suitable, their mapping to one of
the heterogeneous types, enabling the review of hybrid anomaly existence.

To enable fair point and contextual association and mapping, a dataset’s respective
thresholds were established by calculating the 90% mean of the anomaly association
results produced or by using a static value of 12.50% (i.e. 1/8th of features), whichever was
greater. For example, if attacks of a respective dataset demonstrated a mean point anomaly
association of 20%, attacks falling above 18% (i.e. 90% of the mean) would be deemed to
showcase point anomaly characteristics. In contrast, if the mean point associations were
10%, only attacks falling above 12.50% would be deemed to showcase point association.
Similarly, this approach was also used for contextual identification.

This approach was selected to enable classification that accounted for the differing
feature qualities of the datasets. Further, by only using 90% of the mean value, minor dif-
ferences in the analysis could be accounted for while effectively highlighting attack-type
qualities. Finally, a minimum threshold value of 12.50% was used to ensure that attack types
were not misidentified due to minimal anomaly representation.



2770 L. RIDDELL ET AL.

Similarly, collective anomaly classification assumed that excessive and sustained repe-
tition was grounds for collective classification. A static threshold value of 20 was used to
achieve this, whereby attack types presenting a collective result greater than this were
deemed collective anomalies. This value was established by reviewing previously mapped
attacks, whereby threshold values below 20 over-represented attacks as collective anoma-
lies and values over 20 excluded well-established attacks (e.g. DoS).

Finally, if an attack type fell above no identifiable thresholds, it was subsequently
mapped to that of a contextual anomaly by default. This procedure was selected due to the
obfuscated nature of contextual anomalies, making them inherently difficult to detect. Fur-
ther, given the vast number of available network features, there is a potential that the ideal
feature set for detection is not utilised, preventing comprehensive contextual classification.

5. Experimental results
5.1. UNSW-NB15

The results of point, collective, and contextual analysis for the UNSW-NB15 dataset are pre-
sented in Table 9. Similarly, the table also presents the minimum thresholds for positive
anomaly classification.

Table 9. Analysis results for the UNSW-NB15 dataset.

Association and Threshold Results

Attack Type Point (%) Collective Contextual (%)
Analysis 6.383 5.140 25.532
Backdoor 6.383 4.695 23.404
DoS 6.383 23.689 25.532
Exploit 6.383 16.931 29.787
Fuzzer 12.766 9.118 21.277
Generic 12.766 45938 19.149
Reconnaissance 4.255 2.258 21.277
Shellcode 4.255 0.195 19.149
Worm 14.894 0.057 21.277
Threshold 12.500 20.000 20.638

As highlighted in Figure 6(a), only the Fuzzer (12.766), Generic (12.766), and Worm
(14.894) attack types fell above the 12.50% threshold for point classification. All other
attacks fell significantly below the threshold, demonstrating relatively concise ranges of
point anomaly association (4.255 - 6.383).

Collective analysis, as per Figure 6(b), demonstrates that both the DoS and Generic attack
types fell above the minimum threshold of 20 repeats for positive classification. In contrast,
a wide degree of variation between non-classified attack types is noted (0.057 - 16.931),
highlighting the varying natures of attacks within the dataset.

Contextual analysis, as shown in Figure 6(c), demonstrated several attacks falling above
the minimum threshold of 20.638%. These attacks included Analysis (25.532), Backdoor
(23.404), DoS (25.532), Exploit (29.787), Fuzzer (21.277), Reconnaissance (21.277),and Worm
(21.277). In general, all attacks of the UNSW-NB15 dataset showcased a relatively high
contextual association, with the range of non-classified attack types being very stable
(19.149).
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Figure 6. Anomaly association results for the UNSW-NB15 dataset. (a) Point (b) Collective (c) Contextual.

Table 10. Heterogeneous mapping for the UNSW-NB15 dataset.

Association and Mapping

Attack Type Point Collective Contextual Final Mapping
Analysis X X v Contextual
Backdoor X X v Contextual
DoS X v v Polytextual
Exploit X X v Contextual
Fuzzer v X v Unitextual
Generic v v X Serriform
Reconnaissance X X v Contextual
Shellcode X X X Contextual
Worm v X v Unitextual

Only the Shellcode attack did not fall above any thresholds for positive classification.
Based on the procedure detailed in Section 4.4, this attack type was mapped as a contextual
anomaly by default. Given the obfuscated nature of the attack and the proximity in which
its contextual results fall regarding the threshold, this default mapping makes intuitive
ss sense.

Based on these results, the final mapping of attack types is presented in Table 10. Most
notable is the wide variety of heterogeneous classifications, with several attacks falling
under the theorised types of Section 3. More specifically, the DoS attack type was deemed
polytextual, both the Fuzzer and Worm attack types were deemed unitextual, and the
Generic attack type was deemed a serriform anomaly. All other attack types were mapped
to a purely contextual anomaly classification.
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5.2. NDSec-1BYOD

The results of point, collective, and contextual analysis for the NDSec-1 BYOD dataset
are presented in Table 11. Further, the table again presents the minimum thresholds for
positive anomaly classification.

Table 11. Analysis results for the NDSec-1 BYOD dataset.

Anomaly Association

Point Collective Contextual
Attack Type Results Results Results
Brute Force 0.000 59.398 42.105
Misc 15.789 18.000 31.579
Probe 5.263 178.866 10.526
Spoofing 5.263 88.515 0.000
Threshold 12.500 20.000 18.947

As shown in Figure 7(a), only the Misc (15.789) attack type fell above the 12.50%
threshold for positive point classification. All other attack types fell significantly below this
threshold, presenting a relatively concise range of values (0.000 - 5.263).

Collective identification, as shown in Figure 7(b), demonstrates that the Brute Force
(59.398), Probe (178.866), and Spoofing (88.515) attack types all fell above the positive 20
average instance threshold. In contrast, the Misc (18.000) attack type was the only instance
not deemed collective.
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Figure 7. Anomaly association results for the NDSec-1 BYOD dataset. (a) Point (b) Collective (c) Contex-
tual.
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Table 12. Heterogeneous mapping for the NDSec-1 BYOD dataset.

Association and Mapping

Attack Type Point Collective Contextual Final Mapping
Brute Force X v v Polytextual
Misc v X v Unitextual
Probe X v X Collective
Spoofing X v X Collective

Figure 7c showcases the contextual results, with only the Brute Force (42.105) and Misc
(31.579) attack types falling above the 18.947% threshold for positive classification. In con-
trast, the Probe (10.526) and Spoofing (0.000) attack types fell below the classification
threshold.

Final mapping results are shown in Table 12. With heterogeneous mappings, including
the polytextual classification of the Brute Force attack type and the unitextual classification
of the Misc attack type. Both Probe and Spoofing attack types were subsequently mapped
as purely collective anomalies.

5.3. NDSec-1 Botnet

The results of point, collective, and contextual analysis for the NDSec-1 Botnet dataset are
shown below in Table 13, with the table also detailing the minimum thresholds for positive
anomaly classification.

Table 13. Analysis results for the NDSec-1 Botnet dataset.

Anomaly Association

Point Collective Contextual
Attack Type Results Results Results
Botnet 0.000 5.018 57.895
DoS 5.263 172.651 42.105
Malware 5.263 10.600 31.579
Threshold 12.500 20.000 39.474

As shown in Figure 8(a), none of the attack types fell above the 12.50% threshold for posi-
tive point classification, showcasing relatively low levels of point association (0.000 — 5.263).
Of these attack types, the Botnet (0.000) showcased the lowest association, with both DoS
(5.263) and Malware (5.263) attack types appearing equal.

As per Figure 8(b), collective results indicated that only the DoS attack type (172.651) dis-
played enough repetitions to surpass the 20 instance threshold for positive collective classi-
fication. All other attack types fell below the minimum repetition threshold, demonstrating
a relatively similar range (5.018 - 10.600).

Figure 8(c) showcases the contextual results, with only Botnet (57.895) and DoS (42.105)
attack types falling above the minimum 39.474% threshold for positive classification.
Subsequently, the Malware (31.579) attack type was deemed non-contextual.
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Figure 8. Anomaly association results for the NDSec-1 Botnet dataset. (a) Point (b) Collective (c) Con-
textual.

Table 14. Heterogeneous mapping for the NDSec-1 Botnet dataset.

Association and Mapping

Attack Type Point Collective Contextual Final Mapping
Botnet X X v Contextual
DoS X v v Polytextual
Malware X X X Contextual

Further, the Malware attack type was the only instance that did not fall above any thresh-
olds. By default, this was mapped to that of a contextual anomaly, an outcome justified by
its near-threshold contextual association.

Final mapping results are shown in Table 14. While the dataset only consists of three
attack types, heterogeneous classifications are still present. More specifically, the DoS attack
type resulted in a polytextual classification, with both Botnet and Malware attack types
classified as purely contextual.

5.4. NDSec-1 Wateringhole

The results of point, collective, and contextual analysis for the NDSec-1 Wateringhole
dataset are presented below in Table 15, along with the minimum thresholds for positive
anomaly classification.

Figure 9(a) demonstrated comparable point association results to that of the NDSec-1
Botnet dataset, with none of the attack types falling above the 12.50% minimum thresh-
old for positive classification. Additionally, all attack types present a wide range of point
associations (0.000 - 10.526), with Malware (10.526) presenting the strongest.
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Table 15. Analysis results for the NDSec-1 Wateringhole dataset.

Anomaly Association

Point Collective Contextual
Attack Type Results Results Results
Brute Force 0.000 190.306 10.526
Malware 10.526 12.000 0.000
Web Attack 0.000 9.571 26316
Threshold 12.500 20.000 12.500
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Figure 9. Anomaly association results for the NDSec-1 Wateringhole dataset. (a) Point (b) Collective (c)
Contextual.

As presented in Figure 9(b), the collective analysis revealed only the Brute Force attack
(190.306) falling above the 20 repeat threshold. In contrast, the Web Attack (9.571) and
Malware (12.000) attack types fell below the threshold for classification.

Figure 9(c) demonstrates the contextual analysis, with only Web Attack (26.316) falling
above the 12.50% threshold for positive classification. Falling below contextual classifica-
tion were the Brute Force (10.526) and Malware (0.000) attack types.

As seen with the NDSec-1 Botnet dataset, the only attack type not falling above any
threshold was the Malware attack type. Strangely, the attack presented no contextual asso-
ciation. However, as per Section 4.4, this attack type was mapped as a contextual anomaly
by default.

The final mapping of the NDSec-1 Wateringhole dataset is presented in Table 16. No
heterogeneous anomaly types were noted for this dataset, with each attack being mapped
to a traditional type. More specifically, Brute Force was deemed collective, with Web Attack
and Malware both being deemed contextual.
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Table 16. Heterogeneous mapping for the NDSec-1 Wateringhole dataset.

Association and Mapping

Attack Type Point Collective Contextual Final Mapping
Brute Force X v X Collective
Malware X X X Contextual
Web Attack X X v Contextual

5.5. CIC-IDS2017

The results of point, collective, and contextual analysis for the CIC-IDS2017 dataset are pre-
sented in Table 17. Similarly, the table also presents the minimum thresholds for positive
anomaly classification.

Table 17. Analysis results for attacks in the CIC-IDS2017 dataset.

Anomaly Association

Point Collective Contextual
Attack Type Results Results Results
Bot 11.538 18.476 37.179
DDoS 24.359 198.339 35.897
DoS GoldenEye 19.231 24.963 48.718
DoS Hulk 33.333 189.424 25.641
DoS Slowhttptest 17.949 195.499 28.205
DoS slowloris 19.231 117.975 28.205
FTP-Patator 10.256 38.897 12.821
Heartbleed 32.051 2.364 23.077
Infiltration 16.667 0.111 55.128
Port Scan 10.256 193.962 26.923
SSH-Patator 10.256 11.630 47.436
*Brute Force 11.538 13.194 39.744
+SQL Injection 10.256 2.095 23.077
*XSS 11.538 16.702 32.051
Threshold 15.330 20.000 29.835

*Web-Attack orientated instances.

Point association results are shown in Figure 10(a), with several attack types falling above
the minimum threshold of 15.330% for positive classification. This includes DDoS (24.359),
DoS Goldeneye (19.231), DoS Hulk (33.333), DoS Slowhttptest (17.949), DoS Slowloris
(19.231), Heartbleed (32.051), and Infiltration (16.667). All other attacks demonstrated a
stable range of point association (10.256 — 11.538).

The collective analysis, as shown in Figure 10(b), also demonstrated several attack
types falling above the 20 instances needed for classification. These attacks include, DDoS
(198.339), DoS Goldeneye, (24.963), DoS Hulk (189.424), DoS Slowhttptest (195.499), DoS
Slowloris  (117.975), FTP-Patator (38.897), and Portscan (193.962). With
non-classified attacks demonstrating a wide range of instance repetition (0.111 -
16.702).

Figure 10(c) highlights the contextual associations, with Bot (37.179), DDoS (35.897), DoS
GoldenEye (48.718), Infiltration (55.128), SSH-Patator (47.436), Brute Force (39.744), and XSS
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Figure 10. Anomaly association results for the CIC-IDS2017 dataset. (a) Point (b) Collective (c) Contex-
tual.

(32.051) all classified as contextual. All non-classified attack types demonstrated a relatively
wide range of contextual associations (12.821 - 28.205).

The only attack type not falling above any threshold was the SQL Injection attack type,
which was mapped as contextual by default. This lack of outright classification is likely due
to its web-orientated nature and lack of features regarding its payload.

The final mapping of the CIC-IDS2017 dataset is shown in Table 18. Most notable are
the polyform classifications for the DDoS and DoS GoldenEye attack types, indicating their
association with all three traditional anomaly types. Other heterogeneous classifications
include serriform for the DoS Hulk, DoS Slowhttptest, and DoS Slowloris attack types and
the unitextual classification for the Infiltration attack type.

Traditionally classified attacks include the collective classifications for the Port Scan
and FTP-Patator attack types, with the Heartbleed attack type being classified as a point
anomaly. All other attack types were deemed contextual anomalies.

6. Discussion

Based on Section 5 there is compelling evidence to suggest the existence of heterogeneous
anomalies, with all four theorised hybrids of Section 3 identified. While many attack types
were still classified as traditional, heterogeneous anomalies were still present even amongst
the smallest datasets.

Firstly, the NDSec-1 datasets exhibited polytextual hybrid classifications for the Brute
Force and DoS attack types, a surprising result given the explicit collective associations of
these attacks in prior works. Given this, the Brute Force attack of the Wateringhole subset
was deemed purely collective, indicating potential variation among subset classifications.
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Table 18. Heterogeneous mapping for the CICIDS-2017 dataset.

Association and Mapping

Attack Type Point Collective Contextual Final Mapping
Bot X X v Contextual
DDoS v v v Polyform
DoS GoldenEye v v v Polyform
DoS Hulk v v X Serriform
DoS Slowhttptest v v X Serriform
DoS slowloris v v X Serriform
FTP-Patator X v X Collective
Heartbleed v X X Point
Infiltration v X v Unitextual
Port Scan X v X Collective
SSH-Patator X X v Contextual
*Brute Force X X v Contextual
*SQL Injection X X X Contextual
*XSS X X v Contextual

*Web-Attack orientated instances.

Further, the Misc attack of the NDSec-1 BYOD dataset also demonstrated heterogeneous
properties, being classed as a unitextual anomaly. Given the various types of threats
that could fall under this type of classification, the finding of hybridised qualities is not
surprising.

Secondly, the UNSW-NB15 dataset also presented hybrid classifications, including a
polytextual mapping of the DoS attack type. This identification supports the findings of
the NDSec-1 dataset and the research by Zoppi et al. (2020), lending credit to the existence
of heterogeneous anomalies.

Additional classifications included the unitextual mapping of the Fuzzer and Worm
attack types, attacks with known contextual underpinnings (Zoppi et al.,, 2021). Since
both threats express ample point associations, a unitextual classification makes intuitive
sense. However, considering the many features of the dataset, contextual attacks could
likely present inherent global deviation (i.e. point characteristics). Raising the question of
whether all contextually associated attack types can be associated with that of a point
anomaly, given a broad enough feature set.

Further, the Generic attack type of the UNSW-NB15 dataset was classified as serriform,
indicating the presence of both point and collective anomaly characteristics. As with the
unitextual Misc attack of the NDSec-1 BYOD dataset, the Generic attack type is nota singular
threat selection but a collection of many, highlighting how an attack’s composition can
readily impact final anomaly characteristics.

Thirdly, the CIC-IDS2017 dataset demonstrated the most comprehensive array of het-
erogeneous classifications, likely due to the number of attack types and variations present.
Most notably were the polyform classifications for the DDoS and DoS GoldenEye attack
types. While not identified in other datasets, these classifications demonstrate the broad
potential for anomaly hybridisation.

Similarly, the dataset showcased several serriform classifications stemming from various
DoS attack types, with findings from Zoppi et al. (2020) also supporting these classifications.
Given the inherent collective qualities of the attack type and the wide variety of features
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present within the dataset, this mapping also makes initiative sense. However, these classi-
fications also highlight the impact of different feature sets for analysis, with various anomaly
associations noted for DoS attack types over each dataset.

Additionally, the Infiltration attack type was deemed unitextual, a surprising result given
its obfuscated nature. While undoubtedly contextually associated, the presence of point
qualities would directly inhibit the attack’s ability to occur without detection. However,
as stated with the unitextual classifications of the UNSW-NB15 dataset, contextual attacks
could present global deviation given a broad enough feature set.

Finally, regarding computational complexity, the unsupervised mapping scaled linearly
with the number of features, instances, and attack types reviewed. Based on this, the com-
putational time frames for the NDSec-1 (i.e. 19 features) datasets were the quickest, with
the CICIDS-2017 (i.e. 78 features) dataset being the slowest.

6.1. Implications

Given the findings of heterogeneous anomalies throughout various datasets, several criti-
cal implications emerge. Firstly, many of the attacks reviewed present hybridised qualities,
indicating that the traditional classification approach is ill-equipped to classify the variety
expressed by the modern threat environment. While the proposed traditional classifications
by Kendall (1999) were ample upon their creation, there has been a significant increase in
documented attack sub-types since its inception.

In line with this, the traditional classifications have dominated literature terminology to
the point where novel hybrid research is becoming difficult to identify. A prime example of
this is work concerning contextual collective anomaly detection (Araya etal., 2016; Dou et al.,
2019; Jiang et al., 2014), which for the most part, has been ignored by security experts. Given
that the heterogeneous classifications provide a more nuanced naming scheme, this would
help disseminate future work.

More importantly, are the impacts that heterogeneous anomalies present towards the
future of NADS development. Firstly, pure detection approaches are unlikely to offer the
best detection performance. For example, an ideal point anomaly detection approach may
only weakly detect unitextual associated threats, as their anomalous properties are dis-
tributed over multiple definitions. Supporting this is research by Jiang et al. (2014), which
points to the difficulty of singular methods for the simultaneous detection of anomaly
types. An aspect undoubtedly heightened by the finding of additional heterogeneous
types.

In contrast, a polyform associate threat is likely the easiest to identify due to its diverse
presentation of all anomaly definitions. This broad characteristic profile would likely enable
any traditional NADS to detect such an instance. However, because a polyform can present
dynamic association to each traditional type, it may present weaker characteristics in the
target area of a specific NADS. For example, the polyform mapped DDoS attack of the
CIC-IDS2017 dataset appears to demonstrate a stronger association to point and collec-
tive characteristics rather than contextual ones. This difference would make NADS designed
on the principles of contextual detection perform weaker on such an attack compared to
collective or point-orientated ones.

Therefore, the development methods that acknowledge the presence of heterogeneous
anomalies would significantly improve their overall capacity. Such an approach would
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improve the detection of both existing and emerging threats (i.e. zero-days), an area of spe-
cific security importance. Further, the inherent ability of NADS to refine analysis workload
via pre-screening is critical in tackling the various big data issues facing the 21st century.
An avenue of increasing industrial and academic interest given the rise of network anomaly
summarisation research.

Finally, from a broader perspective, heterogeneous network anomalies also imply their
presence in other anomaly domains, most notably in financial fraud detection and medi-
cal imaging (Ahmed, 2019). While undoubtedly unique areas, there is a strong intersection
of the underlying principles of anomaly detection among them. Confirming these hybrids
in other domains may drastically alter detection practices in various fields, a potentially
lucrative crossover.

7. Conclusion and future work

Based on the repeated heterogeneous identifications found across datasets and the sup-
port of other anomaly research (Jiang et al., 2014; Kiani et al., 2020; Zoppi et al., 2020), it
can be established that heterogeneous anomaly types do indeed exist. Going a step fur-
ther, when looking at how anomaly identification is carried out against network attacks,
forcing attacks into distinct best-fit traditional categories likely hamper both their detec-
tion and analysis. For example, using a collective anomaly approach to detect DDoS attacks
could limit the scope of effectiveness as the contextual side of identification would be
ignored. Future NADS research would benefit from including the considerations of het-
erogeneous anomalies and their unique characteristics, enabling improved detection and
system robustness.

7.1. Future works

Future work aims to expand the mapping to other attacks and datasets, improving the
understanding of how network attacks present themselves in surrounding data. Similarly,
this would help facilitate existing and emerging attack classification, categorisation, and
mitigation frameworks.

Furthermore, future mapping work would benefit from feature equalisation, given the
variation of feature types among differing datasets. This could be achieved by selecting
identical feature sets from the provided Packet Capture (PCAP) files for associated datasets,
allowing future mapping research to draw more conclusive findings.

Similarly, further verification could be achieved via cross-attack anomaly detection
(Zoppi et al., 2020), whereby attacks with identical heterogeneous anomaly mappings are
used to train detection models. Based on a model’s ability to identify identically mapped
but differing attacks, further insight into heterogeneous detection could be achieved,
improving future anomaly mapping endeavours and system robustness.

Finally, while the overall approach reduces the bias of other methods, using a threshold-
based approach still introduces human judgement and interpretation. Future work would
benefit from identifying improved mathematical methods for final classification to mitigate
this.
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Acronyms

BYOD Bring-You-Own-Device

DoS Denial of Service

DDoS Distributed Denial of Service

FTP File Transfer Protocol

NADS Network Anomaly Detection Systems
NIDS Network Intrusion Detection Systems
PCAP Packet Capture

SSH Secure Shell

U2R User to Root

XSS Cross-site Scripting
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