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ABSTRACT

Care needs to be taken to reduce the number of people who are fearful and mistrustful of using ICT where that usage is forced upon them without choice or alternative. The growing incidence of mandatory and imposed online systems can result in confusion, misuse, fear, and rejection by people with only rudimentary ICT skills. A cohort where a high percentage of such people occur is older people, defined in this study as people over the age of 60. Examples of compulsory ICT interactions include some banks limiting bank statement access through online rather than paper-based options. Other examples include the purchase of theatre or sports events tickets through ticketing systems that require an online transaction to take place.

Increasingly, people are living beyond the normal retiring age. As the older cohort increases in size and in overall global population percentage, the problem of forced technology usage affects technology acceptance, technology trust, and technology rejection. People care about ICT systems where reduced trusted acceptance of technology reduces the advantages of digital health care, the perceived security of banking and shopping, and the autonomy of ICT-driven lifestyle choices.

This study aims to solve one of the puzzles of ICT-driven change, where older people can show trepidation towards using technology. By understanding the drivers that influence the choices older people make in relation to ICT systems, it may be possible to introduce a much higher level of trusted acceptance in ICT systems. Although many people adopt ICTs into their lives, many older people face difficulty in using technology when it is forced upon them. This study aims to understand the connection between how choice (or lack of choice) can lead to the rejection or resistance towards ICT usage. Older people sometimes opt towards practices that place themselves at risk of financial or informational disadvantage.

This study used a qualitative approach to understanding the factors that influenced the trusted acceptance, trepidation, and in some cases rejection of ICT usage by interviewing a sample of older people. Participants were asked to consider a wide range of ICT-usage scenarios and to describe their intentions. The study focussed on circumstances where ICT usage fell under either mandatory, imposed, or voluntary conditions in order to compare user behaviour. Settings included a range of technology-reliant states that examined IT security, volition and choice, aging, trusted acceptance, and technology
adoption. Participants were interviewed to discover and sort the conditions (whether singly or in combination) under which the expectation of ICT acceptance was in some way altered, diminished, or prevented.

This research found that older people made poor decisions when the choice to use a technology was replaced with a mandatory or strongly imposed pathway. Mandatory ICT usage across the broad area of financial transactions brought about widespread fear and distrust of online technology usage. The results revealed that many older people not only find these innovations daunting and confronting, but they also have difficulty placing their trust in ICT systems and applications that have become mandatory. In normative conditions, increased ICT acceptance and ICT usage is expected. When ICTs are mandatory in their usage, acceptance is replaced with compulsory procedure. This does not mean that mandatory things cannot be accepted, but rather that older people will accept the need to use a technology according to their perception of what is necessary for their daily and routine interactions.

This study showed that voluntary ICT usages including choices increase informed decision-making, security of online financial interactions, and trusted reliance upon ICTs. Choice in ICT usage carries greater trust than mandatory, obligated, or heavily imposed ICTs. The study revealed that mandatory ICT systems can create perceptions of fear, mistrust and uncertainty. In situations where a mandatory ICT system becomes the normative method of transaction, a strong risk to the trusted acceptance of a technology is not merely the lack of ICT-based choice, but also the inability to gain reassurance or secondary confirmation through either face to face or telephone-based communication. Trust in not just the usage, but the implied secure usage of mandated and imposed ICTs, is problematic for older people.

This study revealed the significance of mandated ICT systems that limit choices for people, because older humans more readily validate and associate their trust in new innovations when they can access various different professional, technical, peer-based, social and popular opinions. The research also showed that older people are fearful and less trusting in mandatory and imposed systems because they have less financial resilience, and less opportunity to bounce back from loss and disadvantage brought about by digital and online interactions. Older people were worried and reluctant to accept technology at first glance because they knew that they had spent more time than others in a pre-internet,
pre-digital environment, and their seminal life experiences are correspondingly less technology-related. The results showed that many older people preferred human communication and interaction rather than communicating, buying, paying, and trusting in purely digital, ICT-based experiences. This demonstrated a gap in the trust and security of digital systems, and the need to address those ICTs that impose and mandate instruments and procedures for daily life.

Specifically this study looked at what could reduce unsafe and insecure banking practices by understanding the role of choice in the trusted usage of ICT systems. This study is significant because it shows that older people make financial and social, decisions under reactionary, insecure, and under-informed conditions as a result of a gap in terms of trust security and choice. On the one hand older people develop trust towards a new innovation based on accumulated human discussion, information and reputation. On the other hand older people hold the perception that online systems offer reduced choices.

This study led to the development of a model for trusted technology choice (TTCM). It differs from traditional acceptance and diffusion thinking, by having outputs as either ICT acceptance or ICT rejection. It diverges from diffusion and technology acceptance models (TAM), because technology acceptance is not regarded as a foregone conclusion. Instead, it places a very high value upon choice and volition, trust, security and human interaction. The TTCM model, together with a framework for identifying volition barriers, provides a different set of criteria for understanding the needs of older people and their meaningful interactions with new innovation and ICTs.

The practical applications for using such a model directly impact upon financial and social stability for older people. Where choices are either removed or limited due to ICT usage, older citizens are unfairly disadvantaged. A model that accurately predicts the trusted usage of ICT innovations can have a widespread effect on the implementation of large-scale public and private systems where the trusted acceptance (or rejection) of each system has on flow impact on financial, health, and other critical services that include the growing population of older people.
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CHAPTER 1 INTRODUCTION

"Molly receives notification from her bank that she will no longer receive bank statements via postal mail, and that she must go online to the bank’s website, enter her account number and password, and access the downloadable statements from the online facility. Molly is a senior citizen aged 75 who has no knowledge of how to use a computer, nor does she own one. She visits the bank and asks for a statement at the counter. Instead of printing a statement, the banking teller points to a computer in the foyer of the bank – and tells her that she may print out her own statement “at no cost” using the bank’s computer and printer. Molly then leaves the bank, without a statement, and unable to ascertain the state of her finances. She subsequently turns to her cleaning carer, the only other person she regularly sees, and asks her for assistance. The cleaning aid takes her account number and password and promises to print out a statement from her computer at home, and to get a copy to Molly. Molly thus finds herself trusting someone that she doesn’t know very well with the confidential access to her account, yet at the same time cannot establish a trusted relationship with her own bank. She knows that she is open to being taken advantage of, but feels that she has little choice. She does not trust online systems, and does not understand what is required to use them with any proficiency”.

The above scenario of Molly is typical of the ICT-related burdens that face older people. The requirements to undertake online banking can be either mandated (as in the example) or imposed (where the cost of a statement in the post becomes prohibitive in comparison to a free download). In the above scenario, even though Molly uses the system through an older person’s carer, the usage clearly does not imply trust of the system. Instead it infers the risky combination of reliance upon a carer, and the reluctant continued usage of a technology because Molly may feel that she has no viable alternative. The result is an assumption that the corresponding carer’s usage of an IT system is necessary if she wishes to read a bank statement.

Several online tasks are sufficiently effectual to the wider community that their former physical counterparts are no longer palatable, or are culturally and environmentally objectionable. For example,
paperless systems gain favour over printed records where large numbers of in-print documents raise questions of environmental concern, storage space, and financial cost (Fairchild, 2003; Kane, 1981).

The social, environmental, and financial burden of paper record keeping is challenged by the concept and application of virtual and electronic storage of key documents (Belanger & Hiller, 2006; Chan et al., 2010; Suh & Han, 2002). Paperless systems are (in the eyes of older people) a partial change only, because older people know that they can print out a digital record onto paper with great ease. Printers have been in existence for hundreds of years, so older people may not feel that they have swapped from paper to paperless, because in reality they are often engaging in activities that store both the printed and the digital record (Cresci, Yarandi, and Morrell, 2010). Older people trust printers and place great trust in a printed copy of a record (Kerai, Wood, Martin, 2014). It forms a tangible thing that can be held in one’s hand and physically placed or stored (Mannan and van Oorschot, 2008). Printed records on paper are psychologically difficult things to destroy (Laukkanen, Sinkkonen, and Laukkanen, 2009). Photo albums become prized family possessions that retain image integrity whereas digitally pictures can be easily altered, manipulated, and redistributed (van Dijck, 2008; Keightley and Pickering, 2014).

The challenge becomes more complicated in the context of older people who resist change from trusted systems that deliver security and easily accessible information management (Oxendine, Borgida, Sullivan, & Jackson, 2003; Wu, Ozok, Gurses, & Wei, 2009). Notable cases involve partially mandated elements of ICT usage. For example, whilst many banks offer online banking as optional, the choice requires the mandatory requirement to accept cookies before any transactions can be completed. Since most older people don’t understand cookies in the context of web data, partially mandated usage such as agreeing to accept cookies requires older people to make uninformed decisions about ICT usage in the face of uncertainty and financial risk (Pavlou, 2003).

Technology and innovation is swiftly spreading around the globe, however its spread is uneven, and its acceptance is “at best” sparse, intermittent and irregular (Heather, Ryan and Teague, 2010; Yi and Okamoto, 2013). When Everett Rogers first launched his thoughts on Diffusion Innovation in 1962 he told of the manner in which a South American public health service attempted to convince Peruvian
villagers of the benefits of boiling their drinking water. The local health operative, described in Rogers’ work, comprehensively failed in her efforts to convince twenty-one village housewives to boil water before drinking it. (Rogers 1962). This is a useful parallel to understanding the issues in convincing older people to take up the benefits of technology and ICT innovation.

All new ideas and concepts have a variety of differing speeds of uptake, from the early adopters through to the later adopters, then the “laggards”, and in some cases those who reject the new idea entirely (Rogers 2002; Banyte and Salikaite, 2015). Whilst the terms early and late adopters are self-explanatory, this research also makes reference to laggards who deliberately take time to consider, and in many cases reject, new technology and innovations. Terms are sometimes popularised and the term laggards has been associated with laziness and idleness, however the term laggards in this research should be taken to describe those people who make a conscious decision to either delay, think about, or discard the usage of new ICTs. Laggards are an important subset of older ICT users since they make deliberative and purposeful choices in relation to the diffusion of new technology. The diffusion of ideas is itself a phenomenon, and the manner in which ICT has taken global acceptance with such rapid speed and ubiquity is often taken as a sign that it has acceptance at all levels.

However, acceptance of technology is also bound by caution (McCoy, Galletta, King, 2007; McLean, 2011). Systems that are critical, that are used in the treatment of the sick (Botella, Etchemendy, Castilla, Banos, Garcia-Palacios, Quero, Alcaniz and Lozano, 2009), or the deployment of highly sophisticated weaponry are expected to operate flawlessly simply because they are digital and not human (Clothier, Greer, Greer, & Mehta, 2015). Digital elections are entirely possible, enabling genuine democratic voting to take place, yet they are not commonplace in society (Halderman and Teague, 2015; Alvarez and Hall, 2003). In other words, for certain systems if we are to trust technology, then it must be perfect (Belanger, and Carter, 2008). Society seems to accepts the human flaws (Dekker 2014; Lonsdale, 2004), but is less accepting of the flaws of a digital system (Lou, Li, Zhang and Shim, 2010; Lee, 2009).

Whilst we trust a human bank teller to give us the right number of banknotes in a withdrawal, we form a different trust in the automatic teller machine (ATM) that dispenses our banknotes through its cash cartridge (Lee, 2009; Gefen, 2000; Kim and Benbaset, 2006). One is a human trust based on
mutual understanding between customer and teller, and strengthened by a combination of expectations, fears, obligations and responsibilities (McKnight and Chervany, 2001), and the other is a one-sided affair, characterised by our acceptance of crypto-processors and our ability to remember a four number personal identification number (Li, Li and Winsborough, 2009). The human qualities of face to face trust are cooperative and collaborative (Almenarez, Marin, Diaz, and Sanchez, 2006). The technical qualities of an ATM are technically reliable, yet humanly non collaborative (Li et al, 2009). An ATM does not count the right number of notes because it wants to keep its job, nor does it recognise the customer, but rather it acknowledges the presentation of a magnetic strip card and a correctly entered four-digit Personal Identification Number.

For humanity, however, the emergence of a mistake can cause humans to question trust, to look for a human reason that explains the mistrust-worthy behaviour (Belanger and Carter, 2008; Pew Research, 2014). Notable issues are always characterised with a range of explanations such as “human error”, “cultural differences”, and “connectivity” (Rogers 1962). All can be used with the reliance upon reasoning that has gained our trust because we develop an understanding of the various characteristics that fit the experience. Technology Acceptance Methodologies (TAMs) argue that we get used to our experiences (Venkatesh, Morris, Davis and Davis, 2008), however usage does not necessarily equate to understanding. Such errors also draw out elements of scepticism, cynicism, disbelief, and mistrust (Alston, 2014; Chang, McAllister, McCaslin, 2015; Lewicki, McAllister, and Bies, 1998).

The point here is to emphasize that usage is not always an indicator of trust. Caution and risk are therefore useful descriptors to help frame the issue of technical versus human differentiation. For older people, technology has often appeared to be in favour of a younger generation, or the young at heart (Caprani, Doyle, O’Grady, Gurrin, O’Connor, Caufield and O’Hare, 2012; Obi, Ishmatova and Iwasaki, 2013; Cortes, Barrue, Martinez, Urdiales, Campana. Annicchiarico and Caltagirone 2010). Older people tend to be more accepting of a new proposition that required a judgement about the trust of a person than a judgement of a technology (Mollenkopf, 2004; Minkler and Holstein, 2008). As people grow older they add to their life experiences in becoming more astute in the assessment of their fellow humans (Pew Research Center, 2014). By contrast, as people grow older they become less
connected with physical human interactions as technologies disrupt their customary networks (Cotton, Anderson, and McCullough, 2012).

This study examines the difference between “use” and “trusted use”, as well as the difference between “acceptance” and trusted acceptance. Thus a definition of trusted use and trusted acceptance is where the use of a technology is undertaken by a person with the person’s belief that they freely choose to use that technology with the expectation that the technology will perform according to its intended purpose. This definition is explained in Renaud and van Biljon, (2008) as a person’s attitude to acceptance or rejection of a technology. The definition is derived from Silverstone and Haddon’s (1996) five stage process for product adoption. In addition there is a difference between acceptance in the short term and adoption in the long term. Short term acceptance (usage) does not necessarily translate to trusted usage until such time as the user chooses to adopt a technology. That choice implies trusted usage; if it is made freely and based on the user’s own sense of utility.

Older people actively seek to use what they perceive as their better-developed human judgement and expertise wherever possible (Wright, 2009), often in preference to judgements using technology because they trust their own instincts above a preordained set of technical constituents (McLean, 2011). Digital systems have less in common with older people than with younger people (Mordini, Wright, Wadhwa, De Hert, Mantovani, Thesproul, Van Steedham, Amico, and Vater, 2009). There is a generational and cultural gap that is well marked (Minkler and Holstein, 2008), and strongly defended by a global cohort of older persons who achieved their accomplishments largely without the help of the digital age (Meyer and Mollenkopf, 2003).

That generational positioning forms one of the explanations for the questioning that older people have towards the approach to digital systems and the promise of betterment of life through ICT ubiquity (Wright, 2008; McLean, 2011). Whilst there are older people who embrace new technology and new innovations with energy, there are also a very large number of late or non-adopters (Rozanova, 2010). Often they are older people who refute the need to change for the sake of change alone (McLean, 2011). Older people place a notionally richer and more complex set of humanly-connected criteria upon trust than the typical proposition of usage and therefore acceptance (Hammel, 2004). They make decisions much more closely with their human interactions, and they are more cautious about digital
systems, and the people behind those digital systems (Tinker, McCreadie, Stuchbury, Turner-Smith, Cowan, Bialokoz, Lansley, Bright, Flanagan, Goodacre, and Holmans, 2004). As people grow older their decisions, their trust, and their acceptance of technology incorporate more skills, more life experiences, and more understanding (McLean, 2011).

1.1 Older users and Technology

This research is grounded by two emergent trends fronting humanity: widespread population aging and the exponential diffusion of technology (Charness, 2004; Cutler, 2011). Information Communication and Technology (ICT) systems are ubiquitous, and afford interactions with a multiplicity of e-services, ranging from social, financial, communal, governmental and organisational services (Fano & Gershman, 2002; Phang et al., 2006: Phang, Yan, Sutanto, & Kankanhalli, 2005: Weiser, 1991). ICT usage amongst older people has risen rapidly in line with the overall progression of ICT usage and new technology uptake (Peacock & Kunemund, 2007). Older people have a less technologically advanced understanding of ICTs than those from younger age brackets (Charness & Boot, 2009; Maniom, 2011). This paucity of ICT development is potentially dangerous and harmful because whilst early usage of ICTs developed alongside physical, face to face communication systems, ICTs are now promulgated as independent mainstream systems of interaction (Czaja & Lee, 2007; Peacock & Kunemund, 2007; Selwyn, Gorard, Fyrlong, & Madden, 2003). Society (including older people) is now expected to use ICTs to engage in communications, financial operations, (typically banking), and as the main source for information discovery (Fisk, Rogers, Charness, Czaja, & Sharit, 2009).

This study considers the use of technology by older people specifically of the age 60 years and over. This age limit is chosen for this study because it represents both an established retirement milestone as well as a social milestone where the majority of Australian older people are no longer working. The research in this study considers mandatory, imposed and voluntary usage of technology, but is less restricted by the imposed and mandated technology that is often incorporated into working
life. Thus the results of this study should more naturally allow for the issues of trusted technology to be more accurately evaluated, with the data obtained relating to the individual technology usage of older people rather than the more imposed technology usages that can sometimes relate to working life. This milestone is useful for an Australian study because it incorporates the age at which there are changes in a person’s working/retiring identity, their autonomy, and their financial stability (Baltes and Smith, 2003).

Older people face complications in undertaking routine actions where they depend on the Internet and the ability to operate some form of Internet-connected device (Barker, 2012; Norris, 2001; Weatherall & White, 2000; Yang, Whitefield, & Boehme, 2007). These difficulties range from technical issues such as ICT literacy (Charness & Boot, 2009; Cook, Szewczyk, & Sansurooah, 2011b; McKay, 2009) to social issues such as trust and confidence (Ellis & Allaire, 1999; Horrigan, 2008), and can include financial concerns such as affordability, confidentiality and security (Benamati & Serva, 2007; Cook, Szewczyk, & Sansurooah, 2011a; Gan, Clemes, Limsombunchai, & Weng, 2006; Yeow, Yuen, & Tong, 2008). These elements in combination are symptomatic of a well established problem. That problem is in the form of ICT usage by older people without the necessary experience, acceptance, finance, capability and understanding to carry out routinely imposed digital interactions (Kane and West 2005; McLean, 2011). Growth in aging populations, technology confidence and the digital divide fuel social, cultural and financial stress on both governments and individuals whilst large sections of the community are constrained, marginalised or isolated from the information society (Agarwal, Animesh, & Prasad, 2009; Niehaves & Plattfaut, 2010). Trust is required at social, cultural and financial levels.

ICT usage falls into segments of use that are either mandated, non-mandated, or a combination of mandated and non-mandated interactions (Gupta, Dasgupta, & Gupta, 2008; Venkatesh, Morris, Davis, & Davis, 2003). ICT Usage can be segmented as mandated, imposed, or voluntary.

Mandated ICT usage is where there is no alternative other than to use ICT to complete a transaction. Examples of mandated usage include the purchase of concert tickets that are only for sale online, or government departments that advertise employment insisting on a CV or resume that is sent via email. There are many mandated ICT processes that are taken for granted by younger generations but are less accessible to older people (McLean, 2011).
Imposed ICT usage appears in the form of ICT processes where there is both an ICT approach as well as a face to face approach, but that the ICT version is overwhelmingly less difficult, less expensive, and more anticipated than a face to face exchange. Examples of imposed ICT usage can include payment systems for utilities, banking accounts where the statements are available online rather than through the postal mail, and health rebates where the processing system is deliberately structured to convenience the online transaction before the face to face one (Tinker et al, 2004; Fealy, Donnelly, Bergin, Treacy and Phelan, 2012).

Voluntary systems offer an ICT pathway as well as a human face to face option. Voluntary ICT opportunities appear fair and non-discriminatory; however the weight of community expectation and customer experience is often skewed towards a digital transaction (McHugh, 2003; Werner, Carlson, Jordan-Mash, and Clark, 2011). Examples include older people queuing at banks and post offices to make financial payment transactions.

There is considerable overlap between mandatory, imposed, and voluntary segments. Older people report confusion over their ability to grasp which ICT interactions are required and which may be undertaken by other means (Horrigan, 2008). They subsequently take advice regarding ICT interactions from a range of individual, commercial, and in some cases disreputable sources, many of whom have a vested interest in seeing older people undertake increased ICT usage (Bitterman & Shalev, 2004; Pew, 2014). Hence, the usage of ICTs fosters the perception of requirement rather than choice for an increasing number of activities including but not limited to financial, utility-based, and health-related digital transactions. Older people regularly cite that they are forced to use computers (McMillan, Avery, & Macias, 2008; Redding, Eisenman, & Rugulo, 1998), and that they need to trust others with online functions (Keat & Mohan, 2004) because they are uncertain of some aspects of ICT usage (Morris, Goodman, & Brading, 2007; Morris & Venkatesh, 2000).

1.2 The Problem

Imposed technology interactions that demand usage do not equate to a form of trusted acceptance. Instead they equate to an enacted (but untrusted) acceptance of what becomes someone
else’s requirement. In some cases an imposed ICT interaction can lead to technology rejection. Various segments of the older person’s cohort form decisions about what and who to trust based upon different criteria to younger generations. Technology and its acceptance play a major role in this differentiation. Requests to trust technology that present in the forms of online banking, bill paying, and government services are deliberated against a range of variables including whether technologies are either mandated or imposed. Restricted and removed options for human interaction when dealing with financial transactions is unacceptable to some older people and uncomfortable to others.

Older people, particularly those who are novices in the use of ICTs, are highly vulnerable to financial and informational risk from exploitation using technology and systems that they do not understand. Older people who are technology stragglers are increasingly suffering from identity theft, credit card fraud, reputational damage, social engineering, phishing, and ransom-ware (Schneier, 2008; Frumento, and Freschi, 2016; Tzezana, 2017). Their usage of ICT is rapidly being extended into a range of imposed and mandated interactions that place them at greater risk and likelihood of being compromised. This indicates that this group of people may be unable to make important decisions using ICTs because they are unable to ascertain which forms of ICT and its associated usage can be trusted.

Globally the number of older people is increasing as people live longer (ACMA, 2009; Murray, Barber, Foreman, Ozgoren et al, 2015). Worldwide ICT diffusion and acceptance are responsible for the implementation of a great many mandated and imposed digital systems. Finances and information are controlled using ICTs that require user acceptance and user trust. However not all systems should be accepted, and not all usage should be mandated. Imposed and mandated use of ICTs can be used but not trusted, meaning some people feel coerced to engage in the use of ICTs under conditions where their finances, their security, and their significant lifestyle decisions are based on uncertain and diffident foundations. The need to cater for marginalised cohorts, such as older people who are ICT novices, requires that trust in ICT choices must be investigated.

1.3 Significance
The study considers the choices (or lack thereof) made by older people when asked to trust mandated or imposed ICT technology. The study examined whether there is a significant relationship between the choice to use ICTs and the trusted usage of ICTs. The findings of this study will redound to the benefit of society considering that trusted ICT usage plays an important role in the financial, social, and communal wellbeing of older people. The growth in the number of people living to older ages justifies the need for more effective acceptance of technologies by older cohorts to deliver financial security, better access to government services, and greater inclusion to activities that are disseminated by means of ICTs. Thus financial agencies, government organisations, and community organisations in general will be able to more effectively gain the trusted inclusion of older people. The findings of this study will assist in the improvement of new ICT systems and pathways where trusted acceptance by older people has previously been diminished.

The study aims to explain the effect that mandatory technology usage can have upon older people, in order to mitigate insecure online behaviour, to reduce under-informed decision-making, and to forecast insecure behaviour that arises from the rejection or resistance to mandatory and imposed ICT technologies. The implications on the reduced acceptance of ICTs in education, health, governance and stability are vast (Chesters, Ryan, & Sinning, 2013; McKay, 2009; Norris, 2001). Examples include reduced usage of human computer interaction (HCI) in digital voting, government funded health programs, local, state and federal government ICT training programs, and online responses to government surveys, online safety information, and government funded mobile device applications. The study advances the HCI community’s understanding of the way in which older adults react to technologies when presented with usage requirements that are characterised by limitations in terms of choice. In some instances older people are prevented from choosing between ICT and non-ICT alternatives, and this study shows how different choice–reduced situations might be managed so as to be acceptable to older people. By gaining increased trusted acceptance of the delivery of ICT systems in training, health, finance and government, older people can improve personal, local and national uptake of costly government funded programs. An example of a significant improvement is in the information and training of online security for older people. Training is provided through government
created online web portals, yet older people who are forced to use an ICT system before they know
enough to trust an ICT system remain hesitant and wary to “go online” (Australian Government, 2013;
Australian Government, 2015). This study shows that where older people are able to choose between
learning about ICT security in online or in face to face delivery, or in a written form on paper rather
than online, there is a much greater level of readiness to learn about ICT security. This study also
advances the field by demonstrating how situations where ICT usage is either mandated or imposed can
be better managed so as to provide a trusted form of acceptance that is acceptable to older people. As
choices are removed and online security portals seemingly become the expected and imposed pathway
to become educated about ICT security, there are greater numbers of older people who feel coerced.
Some people are imposed and forced to the point that they either give up being serious because they
feel trying to find the online information is pointless, or they lose overall trust in ICTs and give up at
the earliest point in time to use ICTs.

Similarly, the benefit of increased uptake of the Australian Government program to join to an
ICT-driven health record system is significant, yet reduced by older people who do not trust ICT record
keeping through MyGov, PCEHR, or My Health Record offerings (Partel, 2015). Such examples are
significant because they show instances where the trusted acceptance of an ICT can assist to bridge
knowledge gaps, and improve social, economic, and health conditions. This study showed that some
people were unwilling to use digital online systems that stored their health records. Their reluctance
came about because they held little or no confidence that their records were secure from others because
they were stored digitally rather than in a paper form, and that such systems were sophisticated to the
point where older people were incapable of feeling that they could make determinations about the
trustworthiness of a digital pathway and access system for medical records. Thus, governments and
health agencies that examine the means by which health records may be stored with reference to trusted
choices will be able to better guide older users towards ICT-based information and data systems.

The transition from “over the counter” and “face to face” banking to online systems requires
users to change from the security of personal recognition, written signature verification, and human
behaviour to online passwords and multi-factor authentication systems. Users who are uncertain about
online banking revert to several unsatisfactory practices (Pew, 2003; Chakraborty, Bagchi-Sen, Rao,
and Upadhyaya, 2012). This affects many older people (Maab, 2011; Gamble, Boyle, Yu, and Bennett, 2014). This study shows that some people felt they were forced to abandon their older transactional practices in banks where they had trust in a written signature, and where they knew some of the staff, and where staff knew them. These people placed a greater level of trust in older forms of multi-factor authentication (signature, passbook, and known to staff) than in newer forms of multi-factor authentication such as passwords, pin numbers, mobile phone verification and email verification.

1.3.1 Misplaced Trust

In cases where users reject the idea of carrying out online banking they may instead feel forced to trust someone else who has enough technology skill and capability to carry out transactions for them. The significance of this behaviour is that older people (particularly those who live in relative isolation and are often alone) find themselves forced to choose someone who may not be suitable. Such instances include examples of financial elder abuse, where a helper, carer, or acquaintance is given online access, and subsequently takes advantage of the situation, by stealing portions of money, or by taking control of an older person’s financial assets. The reduction of financial elder abuse through greater ICT uptake can greatly reduce the reliance upon social welfare (and the burden on government) needed to subsidise older people who would otherwise have retained their retirement savings and would have retained financial, housing, and lifestyle independence (Stanger, 2015). Financial institutions will be able to draw from the findings of this study to better understand the required balance between customer ICT capabilities and imposed online access systems that can be trusted by older people with limited skill and appetite to use ICTs.

1.3.2 Forced Acceptance

Some older people realise that their banking is being conducted through online means, and contemplate whether to accept the use of digital technology. Since many older people have a limited understanding of online technology usage and in the act of making financial transactions, they may conduct themselves in an unsafe manner, on home computers with little or no security, and which are extremely vulnerable to attack from malware, social engineering and targeted attacks. Mandated use
of technology also denies people of their autonomy. Modern society acknowledges the rights of individuals to make their own choices to the exclusion of interference from others (Renaud and Van Biljon, 2008). It is one of the cornerstones of contemporary ethics that people should be able to make decisions through one’s own independent thinking (Sensen, 2013).

The findings of this study demonstrate the considerable need for financial institutions to redress the home user’s usage of online banking systems. Such findings provide the impetus for financial institutions to provide online banking access that contributes to a home-user environment that provides a greater level of security within a trusted set of systems that provide trust and confidence in the daily interaction with banking systems for older people.

The findings of this study can assist financial institutions (and their associated vendors and supporters) to reconsider the importance of ICT usage that can be trusted because it does not depend upon imposition or coercion for it to be repeatedly used for ongoing transactions. Where banking institutions offer online statements for free, but tell customers that there are fees for each page of a posted bank statement, older people feel obliged to change to online banking. Whilst the change is not mandatory, they will feel that the change is being imposed upon them, with limited choice. The significance of this is that some older people have small amounts of available money and unlike younger generations, have retired and are living under conditions where their income is unlikely to increase. Banking offers such as free online statements are open to interpretation by older people as threats, and resultant behaviour is that older people move to online banking without the necessary training, hardware, or capabilities to safely practice online financial transactions. In many cases this leads to vulnerability from email and spam correspondence, phishing attacks, and phone-related social engineering. If older people cannot access statement information, then they are at risk of financial fraud, and are vulnerable to a range of financial abuses (Chang et al., 2015; McLean, 2011; Pew, 2014).

1.3.3 Technology Rejection

In many instances, older people have discussed their lack of trust with other peers, and as a result they may make the decision to reject technology altogether for their financial transactions. The significance of this is that many older people then revert to unsafe personal practices, attempting to
store life savings in the form of cash or other instruments rather than accepting the bank’s online systems for their day to day transactions. Thus the findings of this study reveal the factors that underpin the rejection of technology by older people seeking to remain anchored to non-ICT financial interactions.

1.3.4 Flow-on effects and the Influence of Financial online acceptance or rejection

Since older people place an enormous stock in their financial accessibility, their trust (or lack, misdirection, or imposed behaviour) has a flow-on effect to other important online interactions. This is significant because it can influence the decision-making of older people against important transformational systems such as online Census collections and E-voting. Those older people who do not trust an online banking system are likely to transfer that lack of trust into other systems. This study’s findings can give significant direction to solving the more general benefit of trusted ICT usage for important events such as online voting, referenda, and digital transfer and storage of statistical data from census collections.

1.3.5 Choice and Perceptions of Trust

Older people do not need to have been robbed to form an opinion about the trust of ICTs. By focussing on the way older people perceive government services and facilities (including public transport, emergency services and community announcements), greater levels of information sharing (trusted usage) can be obtained. Information systems that offer choices in terms of information dissemination and information sharing are rewarded with perceived trust from older people. An example of this is where a community announcement is made online with reference to further information at a specified URL, but also includes information sheets as PDFs that can be saved and printed, as well as options for phone contacts to call, and physical addresses where older people can attend in person to find out more information.

The research shows a correlation between the difficulty in trusting new and emerging forms of ICT usage whilst retaining a set of existing safe and trusted options that may use little or no digital technology. This is significant because as ICTs become more and more commonplace, the time and
cost to society of accounting for an older cohort that holds perceptions of mistrust will reduce ICT efficiencies and increase program costs for a range of financial, health, and social services. The research aimed to predict usage and rejection decisions through the addition of mandatory, imposed and voluntary criteria. A new model of technology acceptance and adoption for older citizens can assist novice older people to make more informed decisions about ICT innovations that rely on trust under mandated and imposed conditions. Providers of critical technology in areas such as banking, health, and social services will be able to draw on the research to improve the level of trust in ICTs by older people. The research addressed the trust and security concerns of ICT stragglers who are generationally disadvantaged towards technology innovation. A specific focus of this study aimed to assist older people who feel compelled to accede to mandated and imposed ICT usage without sufficient regard to their safety and security. By understanding the key determinants that influence novice older ICT users, stragglers and late adopters can survive vulnerable and risk-based ICT impositions that limit financial and information-based choices.

If society adopts a “one size fits all” approach to technology acceptance, then a growing older population is likely to become more disenfranchised from the use of ICTs. Mandatory ICT systems, along with heavily imposed systems, might be the cause of technology rejection, and as a result bring about obstructive and uncooperative interactions by older technology users. This would impact across a range of technology solutions for older people, ranging from assistive technology in the home, to democratic rights in the form of voting. This study aims to provide clarity to the contested issues surrounding ICT-related trust, rights, and mandated systems. If this research is not conducted, it is possible that generation after generation of older people will find themselves exposed to greater risk, as they occupy the middle ground between experienced users and novice users.

1.4 Hypothesis and Research Question

Based upon the established problem of trust and mandatory technology practices, this study clarifies the key elements of choice and trust in secure ICT usage. The study is predicated on the consideration of the following proposition.
The hypothesis:

*That mandated and imposed interactions with ICTs by older users, reduces their trust in ICTs, which leads to insecure financial behaviour through imposed choices, reduced freedoms, technology rejections and greater risk of online cyber-crime.*

**Notes about the Research Question**

In order to test the above hypotheses this research question asks:

*What affects the way older people make informed decisions about trust in ICT innovations that involve imposed or mandated online financial interactions?*

Models that predict the behaviour of those accepting technology have so far failed to allow for three main features that isolate novice older citizens. The first is that models thus far do not adequately allow for the specific variables pertaining to older people who are late adopters in ICT understanding. The second is that technology acceptance models do not fully appreciate (and give weighting to) imposed and mandated ICT usage. The third is that the overwhelming majority of technology acceptance models do not adequately allow for the possibility of ICT rejection (on an equal basis to acceptance). This question seeks to understand why some people trust online banking whilst others reject ICT systems in favour of face to face financial interactions.

This research highlights one of many challenges that face society as older constructs of physical data and informational transactions shift to virtual environments. Judgements and decisions about trust in physical assets and their systems are different to judgements about assets that are stored in cyber systems. For example, in 2001 an older woman might cautiously guard her cash withdrawal from a bank teller or automated teller machine (ATM). In 2015 the caution is more squarely centred on the protection of her online banking password and her at home computer security. Thus the need to understand trust and technology takes on a greater level of importance. Critical areas of technology trust require a clearer understanding of how older people will accept or reject their existence, especially in the areas of banking, finance, medical records, and personal identity. The vulnerabilities for older people lie more closely with their perceived trust of a system than with the system provider’s level of
security. Both are important in the protection of financial or medical data, but without freely acquired trust, good quality security systems are at risk from poor choices made by older individuals.

This study looks at the need for more careful judgement in the execution and deployment of ICTs and their related systems that impose or mandate their usage. There is an established portion of literature that suggests that older people demonstrate usage and rejection behaviours towards mandatory ICTs more markedly than other age groups (Botella et al., 2009; Caprani et al., 2012; Chang et al., 2015). This study provides information that distinguishes between the stereotype that many older citizens will always lag behind younger generations in terms of technology (McLean, 2011), and the under-recognised impact that mandatory ICT innovations have upon the trust, acceptance, and secure usage of ICT technology (Wu, et al., 2013; Botella et al., 2009). This helps to answer how issues about mandated ICT can be generational, or whether future cohorts of older people will remain at risk of mandated and imposed technology systems.

1.5 Structure of the Thesis

This thesis begins by introducing the topic and giving an in-depth background to, and a critical analysis of, the problem that requires solution. It outlines that older people, whilst perhaps generally challenged by new technology and ICT-based innovations, are more specifically affected by those ICT technologies that become imposed or mandatory. The main suggestion is that trust and security of ICTs under such conditions is problematic. The thesis then formally begins with a review of the literature, presented in chapter 2 (See Figure 1).
Figure 1.1 Roadmap of Doctoral Research

Chapter 2 describes the background to the study and describes the literature review which comprises of five main areas of review. The first is cyber security, the second area of review looks at volition and choice, the third area of review examined the specialist area of gerontechnology, the fourth area of review studies trust and governance, and the fifth area discusses the development of information diffusion systems, and acceptance and technology trust models.

Chapter 3 describes the research methodology and the research design. The chapter describes the methodological, ontological, and epistemological foundations for this study. It explains the choice of an Emancipatory Action Research approach and why this was chosen over other approaches. The chapter includes a consideration of both quantitative and qualitative approaches and explains how the methodology is arrived at, and how competing methodologies were considered and then excluded after
careful analysis. It shows the research structure and the methodology by examining relevant methods of conducting research on the acceptance and rejection of technology and innovation. The research methodology used for this study is described along with a rationale for the choices made in terms of sampling, data collection, data analysis, and reporting stages.

Chapter 4 explains the importance of technology and trust-driven relationships. It discusses and reflects upon a one-sided aspect that much of the literature on technology acceptance and diffusion fails to question. It discusses a misrepresentation whereby the majority of the technology acceptance literature equates acceptance with trust. This chapter explains the need to resolve a clearer understanding about technology trust, especially under imposed, coerced, and mandated conditions. It introduces the important concept of technology rejection as a viable alternative to what is sometimes automatically aligned towards technology acceptance.

The chapter presents a set of theoretical summaries that demonstrate new and different measures of trust. These outlines distinguish divergent trust-based choices that suggest alternative technology-based as well as non-technical options to older citizens. It includes an attempt at a clearer set of variables as expressed in a simple model of understanding. The key focus is to differentiate trust in terms of mandated, imposed and voluntary usage of technology. It also includes a range of cultural factors.

The chapter also reflects upon the literature and existing acceptance thinking to more deeply explain the relationship between trust and imposed and mandated technologies. In this chapter technology acceptance is considered in isolation from usage. Instead, this chapter describes the manner in which older people make choices about the normal aspects of their existence. It looks at older people in terms of their activities, their needs and their limitations. The cultural, physiological, and cognitive aspects of age are used to define trust from an older person’s perspective rather than a usage perspective.

Chapter 5 explains the research design, and the interview breakdown, as well as issues of confidentiality and limitations within the research. The chapter explains the difference between the interview data and the scenario testing which forms the 5th part of the interview process.

Chapter 6 presents the results of interviews and data collections of older citizens who described their levels of trust and feelings of reliance towards technology systems. These results comprise of
responses to four interview parts that consider distinctions in types and preferences of ICT usage, descriptions of technology based trust, and system preferences, and how trusted behaviours are decided when using ICTs.

Chapter 7 presents the data and analysis of the scenario testing, whereby respondents have detailed their attitudes towards a range of hypothetical scenario-based examples where trust and volition are put to the test. In order to test a range of variable issues, there are 12 scenarios where the responses are dissected so as to demonstrate key drivers for understanding what might trigger technology rejection or avoidance.

Chapter 8 examines the findings and main discussion points. It discusses the key findings in relation to the research question and clarifies the important relationship between trust, imposed ICT usage and mandatory ICT usage.

Chapter 9 presents the concluding comments for the thesis. It includes a list of recommendations based upon the findings derived from the data in chapters 6 and 7, and the key factors as explained in chapter 8.

1.5.1 Research Roadmap

The roadmap of doctoral research shown in Figure 1.1 explains the research journey in terms of sequence and order. In combination, the chapter sequences represent a roadmap that explains how to navigate the information presented through the course of this research.

1.6 Other publications by the Researcher.

There are several publications by the researcher that inform the research presented in this inquiry. They are as follows.


These three papers have considered individual aspects of IT trust for older people. The first paper on securing the elderly looks at generational differences in the acceptance of information technology. It does this by considering the paucity of acceptance of cyber security mechanisms by older users of ICT technology. The second paper considers the language paradigms of older people by comparing and examining the understanding and applied knowledge of older people in their interactions with information security, and the challenges associated understanding technical terms, new language, and feeling comfortable in the trusted usage of new systems and innovations. The third paper on loyalty cards and CAPTCHA looks at the potential risks of those who donate personal and private information in exchange for commercial benefit and reward as a customer. In addition, there is a full list of the researcher’s publications at the end of chapter nine. These publications draw on the more general themes of governance, security, and technology.

The next chapter discusses the background and literature review for this study. It develops the literature through the five main areas of review: cyber security, volition and choice, gerontechnology, trust and governance, and theories of technology diffusion, acceptance, and behaviour.
2 CHAPTER 2 BACKGROUND AND LITERATURE REVIEW

The purpose of this chapter is to review the literature that pertains to older people and their acceptance or rejection of information technology when it is mandated or imposed upon them. The literature focuses upon areas where the hesitation and resistance of older people to use ICTs is related to perceived risks. One such risk, that the literature refers to multiple times, is the risk of being targeted by cyber criminals. The chapter establishes the scope and nature of the literature surrounding technology choices and usage, with particular focus on older citizens and their alignment with decisions relating to technology usage, and the security of financial assets. The review is not bound within a single research discipline, but considers the issues associated with technology adoption, mandated systems, security, trust and older people.

Chapter 2 comprises of five main areas of review. The first is cyber security, where the literature examines the online vulnerabilities that are specifically relevant to older people and novice users of ICT. It specifically considers three sub-topics within cyber security of application security, information security, and end-user awareness and education. The second area of review looks at volition and choice. It considers the impact and consequences that affect decision making and behaviour when choice is removed, and where obligation, compulsory and mandatory ICT usage occurs. This explains some of the limitations held by older people using technology; however reduced usage of mandated ICTs remains inconclusive (Lawhon, 1996; Benamati and Serva, 2007). The third area of review examines the specialist area of gerontechnology, where gerontology and technology are combined to reveal challenges where the social, mental and physiological changes brought about by aging are incorporated with the challenges of technology change and ICT understanding (Bouma, Fozard, Bouwhuis, and Taipale, 2007; Manitoba Government, 2001). The fourth area of review studies trust and governance. The literature looks more closely at social governance than the clinical governance and draws from the new modes of governance literature that aligns with ubiquitous technology communication. It describes governance in a structural sense (Campbell, Carter, Hobbs and Schaupp, 2012; Marsh and Briggs, 2009; Nissenbaum, 2004), that is inclusive of international standards (Kerwer, 2005; Lichtenstein and
Williamson, 2006) and transparency (Grabner-Krauter and Faullant, 2008). The last area of the literature review discusses information diffusion systems, and examines the various theories of technology acceptance and usage (Charness and Boot, 2009; Turner, Kitchenham, Brereton, Charters, and Budgen, 2010). In cases where older people attempt to engage with ICTs, the ability to understand which variables influence decision making is critical to determining the contexts under which trust-based decisions are made (Lachs and Pillemer, 2004; Chesters, Ryan and Sinning, 2013). Technology usage, acceptance and diffusion is well described generally, but is less well described with specific reference to older users (Turner, Kitchenham, Brereton, Charters, and Budgen, 2010).

The review examines this literature in component form, examining each model and trust system in individual and specific groups of systems in order to “make sense” of their relevant features and their respective implications upon older people. The analysis of the literature also considers the literature from a synthetic form, taking elements from models in order to address those key variables that impact with greater influence upon the trust-related effects for older people.

2.1 Evolution of Technology Usage by older people

Literature about older people’s interactions with ICT repeatedly highlights a fear of technology and automated banking (Marr and Prendergast 1991, Kwan 1991, Marshall and Heslop, 1987, Cruz, Laukkanen and Munoz, 2011). A fundamental study by Zeithmal and Gilly (1987) showed that older people over the age of 65 were afraid to adopt banking technologies. Nothing has changed. It showed that older people prefer to interact with human tellers rather than electronic (non-human) mechanisms. The technology fear extends beyond usage of ATMs (Xiong and Matthews, 2005; Tiong, 1999; Smither and Braun, 1994) and a common thread that runs through this literature is the desire by older people for safety and security when using online banking (Howcroft, Hamilton, and Hewer, 2002; Durkin, 2007; Laukkanen and Kiviniemi 2010; Friemel, 2014). Older people are less fearful of bank transactions where there is human contact, most commonly in the form of a bank teller (Mattila, Karjaluoto, and Pento, 2003; Peral-Peral, Arenas-Gaitan, and Ramon-Jeronimo, 2012).
The spread of technology and its trusted usage has been the subject of a wide range of examination; however there remain many unresolved and contested facets within the crossover between voluntary, imposed and mandated elements of technology uptake (Adali 2013; Hill, Betts and Gardner, 2015). Indeed, there is a large pool of peer-reviewed material that attempts to explicate why certain groups engage in ICTs more swiftly, more recurrently, or more enduringly than others (Zhou, Rau and Salvendy, 2013). There are several different theories that facilitate an explanation of how people (especially older people) might go about using and trusting ICTs (Wilkowska and Ziefle 2009).

Following the normal convention of using an ICT does not automatically imply trust of an ICT (Obi, Ishmatova, and Iwasaki, 2013). There are several variables that separate trust from usage: some are based on perceptions (Renaud and van Biljon, 2008), acuities (Singer, Baradwaj and Rugemer, 2012), and sensitivities (Patriche and Bajenaru, 2010), whilst others are influenced by mandates and obligations (Mitzner et al, 2010; Brown et al, 2002; Hill, Betts, and Gardner, 2015). Understanding how different aspects of trust explain technology choices involves some complexity insomuch as it includes technical issues, cognitive functions and social theories (Burmeister, 2010; Vroman, Arthanat, and Lysack, 2015). Trust involves belief (Lawlor, 2014; Adali, 2013). The Trust connection to technology usage is born from perspectives that reflect the strength with which one person’s belief is sufficiently strong to allow that person to attempt accept a technology without firstly applying tests and investigations that might reveal flaws, defects, and problems (Hoffman, Postel-Vinay and Rosenthal, 2009).

This review of the literature reveals many theories that link usage and trust (Barber 1983; Carruthers; 2009; Chang et al, 2010; Hill et al, 2015). However, the literature does not reveal any one single theory that adequately describes the relationship between trust and usage of ICTs with sufficient clarity to explain the behaviour of older people when connecting with mandated or obligated ICT systems (Adali, 2013; Brown et al 2002; Decman, 2015). This literature examines trust and usage under five main areas of research.
2.2 Five Principal Areas of Review

This chapter focuses on a review of the literature in five areas of research. They are cyber security, volition and choice, gerontechnology, trust and governance, and technology acceptance and usage. These five areas headings were chosen because the literature consistently referred to these areas when explaining how older people interacted with ICT technologies in situations where trust became a contested issue.

- **Cyber Security** relates to the body of technologies, procedures and practices intended to shield computers, networks, programs and data from attack, harm, loss, and unsanctioned access.
- Volition and Trust is an area that considers perceptions of trust based upon mandatory, imposed, or voluntary dealings.
- **Gerontechnology** is an interdisciplinary field that combines gerontology with technology to consider human activities that interact with technology interventions.
- **Trust and Governance** considers the rules and norms that drive the expectations and dynamics of those interacting with ICTs.

![Figure 2.1 Areas of Literature Review](image-url)
Technology Acceptance and Usage concentrates on whether people can grow to accept an ICT innovation based upon their repeated or continued usage of a particular technology. The combination of reviewing these five areas covers the most impactful, prevalent and widespread elements that inform this study (Figure 2.1).
2.3 Cyber Security

In broad terms cyber security covers the protection of information systems from theft or damage to the hardware, the software, and the information on them, as well as the users of those information systems. It also covers the identification and mitigation of interruption and misdirection to any services they provide. In specific terms this literature focuses upon six sub-areas of cyber security:

- Online ICT Security
- Social Engineering
- Phishing
- Malware: Trojans and Keyloggers
- Advance Fee Scams
- Anti-Virus and Protection

This literature describes the conditions under which security vulnerabilities are targeted by criminals to exploit the cohort of older people (Sylvester, 2004; Choo, 2011; Kritzinger and Von Solms, 2010). The most often discussed is that of exploitation of older people using phishing (Carlson, 2006; Rengamani, Upadhyaya, Rao, and Kumaraguru, 2010; Arfi and Agarwal, 2013). Application security describes the use of software, hardware, and procedures that are used to protect applications from external threats (Richardson, Weaver, and Zorn, 2005). The literature describes resistance and hesitation to the use of banking applications based upon difficulties with the installation and comprehension of required protection systems including antivirus programs (Mattila, Karjaluoto and Pento, 2003; Bhat, 2012; Festervand, Meinert, and Vitell, 1994; Faletti, 1985; Cymek, Burglen, and Minge, 2014). Older people exhibit reservations about the transition from physical bank customer to online self-service of banking (Zeithaml and Gilly, 1987; Campbell and Frei, 2010), citing distrust with the security of banking applications (Laforet and Li, 2005; Laukkanen, Sinkkonen, Marke, and Laukkanen, 2007; Chong, Keng-Boon, Lin, and Tan, 2010), misapprehension about their own online abilities (Lam and Lee, 2006; Benamati, 2007; Gatto and Tak, 2008), and the unhappiness of performing tasks that would
have otherwise been previously undertaken by bank employees (Mathew and Stone, 2003; Durkin, Howcroft, O’Donnell and McCartan-Quinn, 2003; Morris, Goodman, and Brading, 2007).

The information security literature that refers to the older describes reluctance and unwillingness on the part of older people to expose their private information to systems that are perceived as untrustworthy, or that are insufficiently protected to prevent private data being obtained without permission (Maab, 2011; Gerling, and Masuch, 2011). Older people are significantly vulnerable to scams and financial deception (Garg, Camp, Lorenzen-Huber, and Connelly, 2011). The literature consistently identifies issues with privacy for older citizens (Millward, 2003; Arenas-Gaitan and Peral-Peral, 2015), and in the specific ICT training required to feel proficient in the use of online technology (Morrell, Mayhorn, and Echt, 2004; Ferreira, Torres, Mealha and Veloso, 2015; Zheng, Spears, Luptak and Wilby, 2015).

The literature considered both virtual and physical understandings of ICT, providing an insight into the transitional elements between ‘virtual’ online interactions and “real-world” face to face engagements that are normally the preferred comfort zone for older people (Purdie and Boulton-Lewis, 2003; Xiong and Matthews, 2005; Ross and Smith, 2011; OCP, 2012; Diako, Lubbe and Klopper, 2012).

2.3.1 Online ICT Security

In 2010 in Australia, the third most recorded online activity for home internet users was either paying bills online or conducting some form of online banking activity (ABS, 2011). The literature points to a reliance by older people on regular access for financial purposes (Alsajjan and Dennis, 2010; Gu, Lee and Suh, 2009). This has brought with it a range of online security-related challenges (Lee, 2009; Lichtenstein and Williamson, 2006; Ureel and Wallace, 2013; Zheng, Spears, Luptak and Wilby, 2015).

The primary emphasis of on-line security is on banking and financial interactions (Zheng et al 2015). In business terms, financial institutions balance between conversion of as many online users as possible whilst offering trusted protection from cyber fraud, deception, and online vulnerabilities (McKnight, Choudury, & Kacmar, 2002; Singer, Baradwaj, & Regemer, 2012; Suh & Han, 2002). The
literature indicates that older citizens have deeper concerns with financial security than other age cohorts (Benamati and Serva, 2007; Alawadhi and Morris, 2009; Maab, 2011). Secondly, there is an increased appetite from older people for electronic and instant forms of communication ranging from email to contemporary social networking platforms (Duggan and Smith, 2013; Vergeer and Pelzer, 2009). This immediacy provides greater opportunities for social engineering, phishing and combinational physical/virtual deceit (Carlson, 2006; Coronges et al., 2012). Despite the obvious need for security as online financial systems become ubiquitous, the number of personal and private financially-based cyber-attacks is rapidly increasing (Australian Government, 2013; APWG, 2010; Schneier, 2008).

Older people as a cohort represent a preferential target for online predation and manipulation from both criminals and legitimate financial business concerns (Carlson, 2006; Cook et al., 2011b; Schneier, 2006). Older people have a larger number of unknowing, ICT illiterate and technology-naive members than any other significant societal grouping (Audunson, 2005; Maab, 2011; Peacock & Kunemund, 2007). They are targeted for identity theft, financial dealings, and anywhere that technology ignorance can be exploited (Australian Government, 2013). They are socially vulnerable to a range of tactics both legal and illegal (Gil & Amaro, 2010; Liao & Cheung, 2003). As a target group they represent significantly easier quarry than other groups (Bratkiewicz, 2000; Cook et al., 2011a; Grimes et al., 2010; Maab, 2011). They are largely less educated and less socialised in terms of ICT knowledge (Maab, 2011). They are often asset rich from a life-time of employment (Ogrodnik, 2007), and in combination may be vulnerable from the physical and mental inertia of old age (Gatto & Tak, 2008).

The rules and expectations by which society chooses to deliver electronic communications and technology suit an audience that is generally more socially and technically informed than is the situation for large numbers of older people (Gil & Amaro, 2010; OCP, 2012; Price and Price, 2010). “Most internet fraud has clear antecedents in telemarketing fraud. The difference is the size of the potential market, and the relative ease, low cost, and speed with which the scam can be perpetrated” (Berrelez, 2000). Telemarketing fraud has been a significant problem before the advent of internet and mobile banking (Mouallem, 2002). New iterations in more recent years extend on the same set of human vulnerabilities, but with the added combinational curiosity of ICT uncertainty (Martin, 2009). Internet
consumer fraud in the 21st century threatens older people using all of the social engineering elements that have been crafted for years (Bratkiewicz, 2000). Yet many propositions are posed on an assumption of an ICT complexity, fault, or opportunity that requires the consumer to rely on the needs of an otherwise unknown third party (Carlson, 2006; Maskaleris, 2007; Rengamani, Upadhyaya, Rao, and Kumaraguru, 2010). Based on this literature regarding online banking, bill paying, and mobile banking the research indicates two factors in regards to the targeting of older people as vulnerable to cyber-attacks. The first is the perception held by cyber criminals that older people are a relatively low risk target of choice. The second is that older people regard themselves as more vulnerable to cyber-attack. This literature supports the notion that older people might be predisposed to feel hesitant about trusting online banking.

There are five main attack vectors of online theft, fraud and corruption that repeatedly apply to older people (Interpol, 2015). They are Social Engineering, Phishing, Malware, Advanced Fee Scams and Anti-virus protection (Australian Government, 2013). There are other areas of fraud and deception, however they are much smaller in practice when measured against the older person’s cohort (ACMA, 2009; AHRC, 2012; Ross & Smith, 2011). The first four are particularly effective when applied by criminals to older people (AHRC, 2012).

2.3.2 Social Engineering

“The greatest threat many older Americans face is not a criminal with a gun, but a telemarketer armed with a deceptive rap” (Bratkiewicz, 2000). The contemporary equivalent facing older Australian citizens comes in the form of combinational telemarketing/computer scams such as the Microsoft scam (ACMA, 2012; Microsoft 2015). This scam has been repeatedly aimed at older people who are uncertain about the security of their own home computer and choose to accept the technical advice of an unsolicited caller claiming to be an official technician (Chawki, 2009; Harley, Grooten, Burn, & Johnston, 2012). The scam has many forms and variations, but the central objective is to convince the consumer of a fault that the technician can fix over the phone by convincing the computer owner to give remote access to their machine (Scamwatch, 2011; Whitman & Mattord, 2010). The scammer then solicits a fee in order to “restore” the machine to working order (APWG, 2010). The literature indicates
that whilst this scam has been repeatedly deployed for over six years the frequency of its recurrence suggests that there are still sufficiently large numbers of people who fall victim to the trap such that its use is continued and ongoing (ACMA, 2012).

Social Engineering has three main vectors for initiating misplaced trust: scarcity, fear, and authority (Workman, 2008). Scarcity is a reactance tactic. It works on the theory that some people will react impulsively and without thinking some elements through. It is a known sales technique that affects people of all ages. It is the least effective of the three main social engineering tactics. The key objective of social engineering is to sell trust (Gao and Kim, 2007; Mitnick and Simon 2002). Fear and authority can be used together or separately to gain trust (Wang and Emurian, 2005; Workman 2008). Older people who share a common fear of being vulnerable to an online attack or deception are susceptible to placing trust in someone who pretends to exhibit similar feelings (Yakov, Shankar, Sultan, and Urban, 2005).

In many cases this leads to poor decisions and interactions with free software that can include malicious programs such as key-logger Trojan horse combinations (Beldad, De Jing, and Steehouder, 2010). In other cases, a shared fear can lead to the sharing of personal information that can later be used for identity theft and other online fraud (Workman, 2008; Wang, and Emurian, 2005). Authority can be effective as a stand-alone tactic, and is often described through examples of e-Government, online utility payments, and e-Health (Beldad et al, 2010). In the same way the Milgram’s famous experiment proved the effectiveness of a white lab coat in convincing people to commit perceived acts of fatal torture (Milgram, 1983), so the authority of e-Government can convince users to place trust in mandatory and imposed payment and data systems (Workman, 2008; Beldad et al, 2010). In 2013 the state government owned Country Fire Authority (CFA) was criticised for its iPhone mobile app that use Apple Maps, and gave highly inaccurate information as to the location of town sites relative to bushfires. Authorities from government organisations have the benefit of authority in online information systems, and people place trust in such systems because they perceive that an authority would be a highly reliable provider of accurate, trustworthy information (SMH, 2013).
2.3.3 Phishing

Telemarketing fraud is the predecessor for more sophisticated online attacks now known as phishing (Ramzan and Wuest, 2007; Carlson, 2006). Phishing is a criminal method of cyber-attack that combines social engineering and technical deception in order to; steal a consumer’s personal identity data; take their business credentials; and to gain their computer access (Cook et al., 2011a; Price, 2010; Whitman & Mattord, 2010). These schemes use hoaxed emails referred to as spoofing (Shostack & Stewart, 2008). Social engineering is used to design emails that purport to be from legitimate businesses that trick consumers by leading them to fake websites where the consumer needs to establish their authenticity by divulging some form of access information such as a password, login, address or other private data (Coronges et al., 2012; Whitman & Mattord, 2010). The people using social engineering are commonly referred to as ‘scammers’, insomuch as they steal from people using trickery, deceit, deception and fraud (Schneier, 2008). They perpetrate criminal acts and are unhindered by sympathy and morals.

Having acquired private information and data that can be used to authenticate access to applications and programs, the scammer is then free to use the information in real sites in order to deploy financial asset or change access to data, often locking the consumer out of their own system in the process (Jagatic, Johnson, Jakobsson, & Menczer, 2007). The literature shows widespread use of phishing attacks globally, but indicates that there is a much more targeted proliferation of this style of attack generated towards older people. (Australian Government, 2013; Carlson, 2006). Additionally, criminals have a reduced risk in concentrating on older people, many of whom are too ashamed to report incidents of fraud (FBI, 2006).

Further, older people are highly susceptible to phishing attacks because they find it difficult to distinguish between real websites and fake ones (ASIC, 2011). Older people are often mistakenly trusting of fake websites because they identify with brand images, logos, and style features that make them believe they are on a valid site (Price, 2010; Shostack & Stewart, 2008). Small details such as fake URL addresses and small grammatical errors in content text are often overlooked by older people.
who may have diminished eyesight or other accessibility-related constraints (Conway, 2014; Carlson, 2006). The result is that remote control access is exercised through either the use of “phisher-controlled” proxies to authentic websites or the theft of customer data using systems to record keystrokes (APWG, 2010). The literature demonstrates that phishing attacks have a high likelihood of success when deployed against older people (Kibby, 2005; Carlson, 2006; FBI, 2006).

2.3.4 Malware: Trojans and Keyloggers

Other more advanced attacks install malware onto consumers’ machines using deception in a two stage process. The consumer will often open a file or attachment from an email, and install the scammers’ own application for them (Blythe, Camp, and Garg, 2011; Jakobsson, Tsow, Shah, Blevis, and Lim, 2007). These applications can be activated remotely or independently at a later time (Shostack & Stewart, 2008). Older people who often pass “chain emails” with cartoon images to other people can inadvertently also install a key logger program that records and sends information about keystrokes used on a given machine (Thomas, 2008; FBI, 2006). The idea is to record keystrokes of logins, passwords and key financial data such as account numbers (Kibby, 2005, Fleeger and Fleeger, 2009). Older people who share chain emails or who venture to pornography sites put themselves at greater risk of malware infection and subsequent vulnerability to information loss, financial loss (Blanton, 2012), and computer corruption (Blythe, Camp, and Garg, 2011; Jakobsson, Tsow, Shah, Blevis, and Lim, 2007).

The literature suggests that Malware has been transferred to computers operated by older people Smirek, Henka, and Zimmermann, 2015; Cook, Szewczyk and Sansurooah, 2011a). In many cases the malware is embedded onto a system because of inadequate updating regimes for anti-virus, and a lack of understanding on the part of the user. The literature indicates that most key logger trojans are transferred through pornography and email with attachments that initiate upon opening (Bosler and Holt, 2009; Taylor, Caeti, Loper, Fritsch, and Liederbach, 2006). Chain letters with attachments are of specific risk to older people as they also appeal to the social engineering fear of an adverse event if they do pass the email on to “ten more friends” (Harley and Abrams, 2009).
2.3.5 Advanced Fee Scams

Advanced Fee scams operate on the premise that an older person has some beneficial outcome pending which is awaiting some form of confirmation (Martin, 2009; Maskaleris, 2007). In the case of some Nigerian scam emails, the promise of millions of dollars to be transferred to an account is waiting on bank account details or verification (Blanton, 2012). Often a small amount of money is requested from the older person to commence the confirmation of transfer. This in turn can evolve into a second request for money and the ruse continues until the consumer realises that they have been deceived, or they run out of money. Similar advanced fee scams operate using the bait of a lottery win, or a free trip (ACMA, 2009). In each case, the consumer is required to send a comparatively small amount in what is referred to as an advance fee (Gamble, Boyle, Yu, and Bennett, 2014). The money is rarely recovered and the advanced fee is usually sent via a wire transfer service (such as Western Union) so that it can never be traced or returned. The literature describes the repeated inability of older people in sensing the danger of such transactions and the likelihood of fraud and deception (Blanton, 2012, Carlson, 2006).

Further, whilst online fraud and corruption can affect anybody using online services, there is overwhelming evidence that older people are a much higher risk cohort than other age groups (FBI, 2006). The 2007-2008 joint Victorian Police research project revealed that people over the age of 65 were more likely to succumb to advance fee scams such as those purporting to be lottery wins, prizes, and beneficiary funds transfers (Ross & Smith, 2011). The average loss for advance fee scams was $11500 per incident (AHRC, 2012).

2.3.6 Anti-Virus and Protection

Older users of technology have difficulty in understanding the need for antivirus protection (Furnell, Bryant, and Pippen, 2007) as well as difficulty choosing appropriate protection (Yao, 2011), and in installing antivirus software (Chakraborty, Bagchi-Sen, Rao, and Upadhyaya, 2012). Of the various areas where security is specifically problematic for older people, there is a widespread lack of understanding with terminology, jargon and nomenclature (McKay, 2009; Obi, Ishmatova, & Iwasaki, 2013). The ICT industry uses newly introduced words and abbreviations that are either ambiguous in terms of dual meanings such as ‘Spam, Trojan, Worm, Cookies’ or otherwise newly created words that
had no existence in 20th century literature or conversation such as ‘Phishing’ (Cook et al., 2011b; Gatto & Tak, 2008).

Further, there are usability issues that indicate many older people are unable to fully comprehend the method of removing dangerous files from their computer, even once warned through antivirus messaging (Maab, 2011). Older users are particularly susceptible to spyware, and experience confusion in distinguishing between messages about mainstream virus protection and anti-spyware protection (Hinde, 2004, Rengamani, Upadhyaya, and Rao, 2010). The literature demonstrates that older people do not understand the changing nature of anti-virus and the need to keep updating anti-virus protection. Instead, older people hold a simplistic view of Antivirus as a static, once off expense that once undertaken should offer sufficient protection.
2.4 Volition and Choice

From a cognitive science perspective, the capacity for voluntary action is considered an essential human characteristic (Haggard, 2008). It is the key element in human behaviour whereupon people consciously intend to act (or not act), and that they can choose to act, so that when describing volition, it is a description of controlling the “if, when, how, and why” of one’s actions (See Figure 2).

The literature describes the difficulties that older people have with using and understanding technology, especially where the usage or the understanding is a required element. In cases where they feel obliged and locked into a particular course of action, their usage is limited. For example, older people are suspicious of imposed and automated banking practices that require customers to use online banking to access standard banking products (McKnight, Choudhury, and Kacmar, 2002; Benamati and Serva, 2007).

The literature repeatedly posits that older people are forced to consider ICT-related concerns about password integrity, privacy, and the protection of personal information (Pavlou, 2003; Rotchanakitumnuai and Speece, 2003; Eriksson, Kerem, and Nilsson, 2005; King, Ureel, Kumar and Wallace, 2013). Once the use of ICT is imposed, older people express a general mistrust of the Internet, that then manifests as a mistrust of online internet banking that is imposed (Gurau, 2002; Krebsbach, 2002; Sukkar and Hasan, 2005; Kyriazopoulos, Samanta, Christou, and Ntanos, 2010; Ureel and Wallace, 2013). Older people cited that they had little or no choice in being exposed to what they perceived to be increased risk born out of online financial interactions (Garg, Camp, Lorenzen-Huber, and Connelly, 2011).

As a society, mankind places a great deal of importance on volition (Ryle, 2000). Society treats situations where people are either socially or physically constrained with significance and seriousness. Situations where one’s choices have the potential to bring harm and consequence to others bring about the need to control and restrict volition (Frith, 2007; Haggard, 2008). Examples include the need for imprisonment, and the restriction and restraint of a person from entering somewhere, doing something, or saying something through the exercise of a set of laws. Volition is required so that people can make sense of occasions where they are restricted, and come to an understanding of behaviour that is tolerated.
and that which is not (Brass and Haggard, 2007). The laws, legislation and rules of society may be seen as necessary components for order and efficiency, whilst the volition and freedom to do what one wants and to say what one believes are the necessary parts to growing our individual humanity (Wegner, 2003). As technology and ICT usage increases, the need to distinguish between volition, choice, and their limits becomes more important (Pew Research Centre, 2014).

Descriptions about the adoption, appropriation, and usage of technology are predominantly made under an assumption that technology acceptance is inevitable (Mendoza et al, 2013; Brown Massey, Montoyo-Weiss and Burkman, 2002). However, the literature on volition and choice makes the distinction between acceptance under freewill conditions and acceptance under forced conditions (Benamati and Serva, 2007). Thus it is important to acknowledge that volition (or the lack of voluntary choice), is a critical area of information for this research because it challenges the idea that usage equates to technology acceptance (Figure 2.2). People make decisions to use technology that are also made under coercion, duress, and a range of external pressures (Brown et al, 2002).

Figure 2.2 Continuum of Volition, Adapted from Haggard (2008)

An environment that supports voluntary use is one in which users identify the decision to use as a deliberate and pressure-free choice (Hartwick and Barki, 1994; Brown, et al, 2002; Mendoza et al,
2013). An environment that uses mandatory technology use is one where users feel compelled to use the technology (Venkatesh and Davis, 2000). Situations that include imposed technology use are closely aligned with mandated technology usage because the choice has been removed to such an extent that there is only a single course of action left and it includes the decision to use a particular technology (Karahanna, Straub, and Chervany, 1999; Mendoza et al, 2013).

2.4.1 Freedom, Social Equality and Fairness

This area of review examines volition and choice as a variable factor that influences trust. Older people exhibit reduced levels of trust where usage of technology is either mandated or imposed (Lawhon, 1996; Benamati and Serva, 2007). Older people foster feelings of doubt and suspicion where imposed and automated banking practices require customers to use online banking to access standard banking products (McKnight, Choudhury, and Kacmar, 2002; Benamati and Serva, 2007). Older people are forced to consider ICT-related concerns about password integrity, privacy, and the protection of personal information (Pavlou, 2003; Rotchanakitumnai and Specce, 2003; Eriksson, Kerem, and Nilsson, 2005; King, Ureel, Kumar and Wallace, 2013). As a result, they become stressed and anxious (Mendoza, Miller, Pedell, and Sterling, 2013). In many cases the stress has an effect upon the normal decision-making abilities of an older person (Elder, Gardner, and Ruth, 1987; Zeelenberg, Nelissen, Breugelmans, and Pieters, 2008). Decisions on issues connected with money are critical for older people, who in most cases retire under the expectation that they will not need to seek further employment, and can instead live their final years without the need to return to paid employment (Pew Research Centre, 2014). Although some considerations are individual in nature, and include physiological, mental, and educational factors, the mandatory requirement to interact with a technology that can damage an older person’s income and stability causes feelings of angst, anxiety, worry and fear (Anderson and Agarwal, 2011).

Once the use of ICT is imposed, older people express a general mistrust of the Internet, that then manifests as a mistrust of online internet banking that is imposed (Gurau, 2002; Krebsbach, 2002; Sukkar and Hasan, 2005; Kyriazopoulos, Samanta, Christou, and Ntanos, 2010; Ureel and Wallace, 2013). Older people cited that they had little or no choice in being exposed to what they perceived to
be increased risk born out of online financial interactions (Garg, Camp, Lorenzen-Huber, and Connelly, 2011).

2.4.2 Mandated and Imposed Adoption and Appropriation

Technology adoption is too strongly associated with a “when” not “if” expectation. The literature associated with the Technology Acceptance Model (TAM), as well as its precursors the Theory of Planned Behaviour (TPB) and the Theory of Reasoned Action (TRA), has overshadowed the problem of acceptance and adoption that comes about from either a mandated or an imposed condition (Mendoza, Miller, Pedell, and Sterling, 2013). The Technology Acceptance Model operates on a normalised premise that technology adoption is inevitable and that the only questions are how and when (Davis, 1989; Venkatesh et al, 2003). Thus much of the TAM proposition carries an expectation that acceptance takes place. In contrast to this volition studies place each new technology or innovation as a 50:50 proposition, that an ICT technology might be accepted or that it might be rejected (Mendosa et al, 2013).

The difference between TAM and Volition is important, because where TAM and other associated technology appropriation models neglect the socio-technical needs of older people (Mendoza et al, 2013), studies that promote volition and choice resonate more strongly with older cohorts (Lindley, Harper and Sellen, 2009; Anderson and Agarwal, 2011, Komiak and Benbasat, 2006). There are two main considerations for the study of ICT volition and choice. The first are ICTs where the usage is mandated. In examples where the adoption of a financial system (for example a bank that only issues its statements online and not in hardcopy form) is a mandate, and where there is no alternative for that system, the absence of choice may see the system used, but not trusted. In such cases the use of terminology such as “acceptance” becomes an inaccurate descriptor for the usage that has taken place.

The second consideration for the study of ICT volition and choice is where although the ICT is not mandatory in the unequivocal sense, there is sufficient expectation and obligation, that usage takes place because of an imposed circumstance (Brown et al, 2002). In instances such as this, it may be that everyone else is using an ICT, and that whilst technically possible to reject the innovation, the anticipation and expectation are sufficiently strong that the imposed usage is perceived as binding and compulsory (Ajzen and Fishbein, 1980). This second consideration for volition is harder to
conceptualise by hard line TAM proponents (Taylor and Todd, 1995, Zuboff, 1988, Brown et al, 2002). Whilst the concept of choice implies acceptance or rejection, those aligned to the technology acceptance methodologies remain expectant that continued usage will bring about acceptance (Venkatesh, Morris, Davis and Davis, 2003). Brown et al (2002) posits: “When individuals must perform specific behaviours, the importance of their beliefs and attitudes as antecedents to the performance of those behaviours is likely to be minimized. They might not like performing the mandated behaviour, but they do it anyway, because they are required to do so.” Further, the use of technology within a mandated setting exposes the difficulty of the desire to exercise a wilful choice in conditions where the usage is socially, organisationally or procedurally compulsory (Brown et al, 2002; Agarwal and Prasad, 1997, Mendoza et al, 2013).

### 2.4.3 Reactions and Consequences to Limits on Volition

In conditions where technology use is mandated, the user’s freedom of choice is limited. In a work situation, an individual might consider sacrificing their job, however if the assumption is that the individual does not wish to leave the organisation, the choice becomes limited to choices about delaying, obstructing, resenting or sabotaging the new system (Zuboff, 1988, Brown et al, 2002, Mendoza et al, 2013). Some technologies are diffused at a high organisational level (Rogers, 2003; Henman, 2010). Governments can legislate and sometimes this may remove choice from technology users depending upon the circumstance (Dwyer, 2008; Karger and Stoesz, 2010; Kassim, and Abdulla, 2006). The politics of mandatory practices can be seen both at the nation-state level, and also through to individual firms and corporations (Bhat, 2012). Some states, notably authoritarian regimes where democracy and choice are replaced with compulsory practices, eliminate voluntary technology uptake by reducing the number of choices and competitors (Tan, Corbett and Wong, 1999). Similarly, in a much smaller scale, when a retail business only accepts digital payment through electronic payment systems, then the ability for people to make decisions about almost anything can be aligned with who has the most power, or the greatest strength (Campbell, and Frei, 2010; Arenas-Gaitan, and Peral-Peral, 2015, Mendoza et al, 2013).
2.5 Gerontechnology

Gerontechnology draws together the discipline of gerontology with the context of technology. It covers the influence of technology and innovation on the quality of life for older people (Fisk, Rogers, Charness, Czaja and Sharit, 2009). This literature specifically reveals the need to consider accessibility (Smith, 2008; Caprani, Doyle, O’Grady, Gurrin, O’Connor, Caufield and O’Hare, 2012; Obi, Ishmatova and Iwasaki, 2013), and the cost of technology (Richardson, Weaver, and Zorn, 2005; Cortes, Barrue, Martinez, Urdiales, Campuna, Annicchiarico and Caltagirone 2010; Lichtenstein and Williamson, 2006) as characteristics which influence trust and choice (Czaja and Lee, 2007; Pan and Jordan-Marsh, 2010). Although online banking allows for better accessibility in areas of biophysical restrictions (Czaja and Hiltz, 2005; Arenas-Gaitan and Peral-Peral; 2015), there are several references to accessibility limitations. These range from restricted font sizes on online templates and forms (Laukkanen et al, 2007; Wagner, Hassanein, and Head, 2010), to the issue of contrast and visual acuity as a barrier to using technology for banking and financial transactions (Scialfa, Ho, and Laberge, 2004; Conway, 2014).

There are four main areas of consideration in terms of Gerontechnology. The first is the impact of physical, mental and social changes as people age. Older people’s lives change with time, and it is important to recognise the value of technology in assisting physical, mental and social changes that restrict the quality of people’s daily routines. The second area is concerned with the application of technology changes that incorporate increased accessibility to information and communication with others. The third area considers training and usability. This area draws on new technologies such as virtual reality and augmented reality that enables training scenarios where the person has less restriction from physiological and mental interactions because new technologies enable engagement across a range of virtual and online platforms. Older people are concerned that in some cases they have less developed skills and capabilities. The need for increased training that has a focus on usability increases as new technologies place an expectation of greater ICT skill and capability. The fourth area considers the balance between the value of new technologies and the cost of those same technologies. In most instance developers make the assumption that new technologies will benefit users. However in many cases the
benefits of those new technologies needs to be carefully weighed against their cost. Older people often state that there is an increased cost to online banking that includes the purchase of a computer, the cost of a printer, the cost of internet access, and the cost of training. Opinions vary, yet there are significant examples where older people cite the cost of a new technology as one that is prohibitive in terms of the expected new benefit of its usage.

The analysis and integration of information and knowledge in the area of technology and aging includes issues of age-related decline, access to specific technology, and the use of the Internet (Mayhorn, Rogers, and Fisk, 2004). The digital transfer of communications and the specific areas where technology is gaining acceptance, is the prime direction of gerontechnology (Charness, 2004).

### 2.5.1 Physical, Mental and Social changes in Aging

Within the discipline of the study of the aging, the examination of social, psychological and biological characteristics is relevant to understanding older people’s cognitive learning, adaptation skills, and physical constraints (Lang & Carstensen, 2002). The aging population is negatively associated with ICT usage and adoption (Figure 2.3) and internet usage (Byrne & Staehr, 2006; Chesters et al., 2013; Loges & Jung, 2001; Peacock & Kunemund, 2007; Selwyn, Gorard, Furlong & Lewis, 2003). A wide variety of issues pertaining to aging; overlap with ICT trust, usage, adoption and rejection (Gagliardi, Mazzarini, Papa, Giuli, & Marcellini, 2007; Mollenkopf, 2004).
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Aging is a multi-faceted progression where each person is affected by the environment while also influencing aspects of their surrounds (Dannefer, 2003; DiPrete & Eirich, 2005). This progression is accurately described in logical, empirical, and theoretical terms as the cumulative advantage / disadvantage model (Dannefer, 2003, Pew Research Center, 2014). The model describes the aging process as one of great change and adjustment, driven by opportunity and circumstance (Dannefer, 1987; Mirowsky & Ross, 2008). Cumulative Advantage theory (CA) suggests that the rate of adult decline in terms of health is different across levels of education in a manner that progressively enlarges the health gap across most or all of adulthood (McDonald & Mair, 2010). This idea is often quoted as the popular idea that “the rich get richer and the poor get poorer” or the “Matthews effect”, but is also applicable to technology acceptance, better education, and ICT trust (Barker, 2012; DiPrete & Eirich, 2005; Merton, 1988; Mirowsky & Ross, 2008).

The effect of increased systems of technology brings a concern about the widening gap between the way in which older people integrate with ICT and how younger generations interact. From a global perspective the United Nations predicts that the differences through levels of education has been widening for decades (UNDP, 2013). Thus whilst the connection between technology and aging is growing with new progress, there are several areas where differences in social, economic, and organizational are establishing problematic dissimilarities. There are numerous information services for users of technology and late or non-adopters in the form of news, information, government services, health, finance, and social support (Pew Research Center, 2014). In this sense the notion that accumulated social capital can influence ICT forms a key part of the discourse on the generational digital divide (DiPrete & Eirich, 2005; McDonald & Mair, 2010; Mirowsky & Ross, 2008; UNDP, 2013). Where socio-economic disadvantage is exaggerated it manifests decreased acceptance of new ideas, changes and skills (Tan, 2011). Older people who use a computer at work are far more likely to have a computer at home (Pew Research Center, 2014). Similarly, older people with higher incomes, and those who are higher educated, are more likely to adopt internet usage and own mobile devices (Pew Research Centre, 2014). The level of activity of each older person is linked to what Activity Theory describes as ‘divisions of labour’, ‘rules’, and ‘community’ (Engestrom, 1987).
In an associated vein, Activity Theory (AT) works on the premise that older people’s ability to understand concepts through independent learning, depends heavily upon social interactions (Mechlova & Malcik, 2012). In this context activity theory holds that the range of involvement and engagement in old age tapers when older individuals are compelled to introversion because of social norms, health disabilities, or the death of partners, family or friends (Bai & Guo., 2010; Mollenkopf, 2004). According to Longino and Kart (1982), a distinguishing feature of older people’s learning comes through communal interactions. In particular, issues of trusted learning, and higher security issues such as personal information and health information require building a level of trust that only comes in combination with the interactions of, and with, others (Figure 2.4).

The impact of changes from aging are not evenly distributed across the world. In some cases the expectation that technology usage can be widely accessed and used in an environment of ubiquity is important to consider. This is more than simply a question of access. People in remote parts of Australia have differeng requirements in terms of physical, mental and scial change to those in built up and urban areas where technology usage has greater ubiquity and higher levels of development.

In the context of older people who are novice in ICT, activity theory lends strong support to the requirement for face-to-face learning experiences rather than online self-education (Mollenkopf, 2004). The literature explains why many older people are hesitant to engage in a range of activities that might include the adoption of online internet banking. Although best described as a broad, wide-ranging model, Activity Theory includes social contexts, connections to community, and rules and norms define how people interact with objects and outcomes (Mechlova and Malcik, 2012).
A connected theory to Activity Theory is that of Disengagement Theory, first proposed in 1961 by Elaine Cumming and William Earl Henry. The theory hypothesizes that “aging is inevitable, mutual withdrawal or disengagement, resulting in decreased interaction between the aging person and others in the social system” (Cumming and Henry, 1961). Like Activity Theory, this theory bases interaction upon a process of disengagement that is supported by skill deterioration, knowledge limitations, demoralization, and social norms (Harbison, Coughlan, Beaulieu, Karabanow, Vanderplaat, Wilderman and Wrexler, 2012). Disengagement theory is useful in explaining the contradiction that follows internet use (Hogeboom, McDermott, Perrin, Osman, and Bell-Ellison, 2010), where online social networks align with theories of engagement through their networks of reciprocity, and homophily (Heaney and Israel, 2002; Boase, Horrigan, Wellman, and Rainie, 2006) whilst disengagement and rejection of interaction is associated with the isolation and withdrawal that is associated with being active online but physically being isolated from others (Alpass and Neville, 2003; Krantz-Kent, 2005; Harbison et al, 2012). Although there is no direct literature that refers online banking context to these two theories, the general components of both Activity Theory and Disengagement Theory hold parallel thinking to our hypothesis that predicts hesitation towards the perceived risks and lack of trust in mandated and imposed online financial matters.
Socio-emotional Selectivity Theory is a theory of motivation that posits that as people age they become increasingly selective (Jacks and Salam, 2009). This is coupled with older people’s preferences for positive information rather than negative information. Thus when trust is sought that relates to a practice such as online banking, any negative information such as security risk will affect the desire to be involved (Bright and Coventry, 2013; Leen and Lang, 2013). Continuity Theory is loosely associated with Socio-emotional Selectivity Theory because it conjectures that even though aging will bring about differences that are inherent to the idea of growing older; many people will attempt to maintain continuity in their activities, their connections and relationships (Berk, 2010). This extends to habitual activities, religious beliefs, and lifestyle choices (Maddox, 1968, Atchley, 1999). As with Activity and Disengagement theory, which have supportive constructs to the hesitation towards ICT systems such as online banking, Socio-emotional theory and Continuity Theory also provide a theoretical explanation for the contested manner in which some older people engage with internet banking whilst others reject it (Berk, 2010).

The psychological change of older people is relevant to the discussion of trusted ICT usage. According to Moschis (1992, p116) “individuals undergo a gradual transformation mentally as well as in the eyes of others and their own”. Psychosocial aging affects the way people see themselves amongst their peers. It helps to explain why there are older people who are early adopters of ICT innovations such as online banking. Mattila, Karjaluoto and Pento’s (2003) work on Internet banking adoption acknowledges that some mature users of online banking technology were early adopters, whilst most preferred other means of conducting financial banking.

For those born before the middle of the 20th century, it can be anticipated that some older people have less experience with IT as compared to younger generations (Morell et al., 2004). This is attributed to the work/life habits and routines that older people formed before ICT technologies became more widely established. This eventuality implies that older people are at increasingly greater risk to ICT exploitation than in previous years (Morris & Venkatesh, 2000). The rapid transformation to ICT integration has left behind a generation of intelligent citizens who contribute to society in a meaningful manner in all areas of the community except information technology (Rogers et al., 2004). For older people, private transactions such as banking, e-health, along with social media and email
communications, incorporate personal and confidential information within an environment purported to be secure (Tran, 2004). The literature indicates that older people will, with each passing generation, be disadvantaged compared to other age cohorts (Alwadhi and Morris, 2009; Bouma, Fozard, Bouwhuis, and Taipale, 2007). Lack of life experience in the use of technology is likely to translate to technology hesitation and greater risk perception.

2.5.2 Accessibility

There is an informational, educational and cultural divide between older people who are novice at ICTs and the rest of the community (Russell, Campbell, & Hughes, 2008). They are technologically disadvantaged by age (Selwyn, 2004), health (Selwyn, Gorard, Furlong, & Madden, 2003) and financial means (Kim, 2008). Older people are greatly affected by issues of accessibility (Morris & Venkatesh, 2000). The literature repeatedly points to difficulty with accessibility features as important in the acceptance or rejection of new technologies (Hollier, 2013; Plaza, Martin, Martin, and Medrano, 2011). The literature draws inferences towards usage such as banking on mobile devices, where screen size limitations raise the likelihood of marginalising many older people from accessing mobile devices and internet banking (Wu et al, 2009).

Older people experience difficulties with using modern technologies and this can in turn result in difficulties with using innovative technologies resulting in complications with normal societal activity and community interaction and involvement (Mitzner et al., 2010; Virokannas et al., 2000). The ability to read, understand and interpret a range of media as expressed through ICTs under differing conditions such as font size, background screen colour, narration and vocal communication (Fisk et al., 2009; Morris & Venkatesh, 2000; Wilkowska & Ziefle, 2009). Acceptance and roll out to a range of accessibility standards are central to the overall observation from many within the literature (Sheng & Trimi, 2008; Wu et al., 2009) who believe that accessibility features (or more specifically the inability for most web-based instructional security programs to assist with accessibility features) are responsible for an increased number of unsuitable projects (Kobayashi et al., 2011).

In addition to these more established accessibility issues, new emerging trends in smart phones and wearables (Wu et al., 2009), present new technology acceptance issues with size constraints, screen
size and mobile device fragility underscoring challenges for older people (Cortes et al., 2010). Three main accessibility issues are established from the literature. Older people use mobile devices (and specifically smartphones) in a more limited manner than other users because they find the displays hard to read (Kobayashi et al., 2011), the buttons difficult to accurately depress (Gao & Koronios, 2010), and the procedures difficult to master (Kim, 2008; Reneau, 2012). The aging process further aggravates interaction with small screen mobile devices such as smartphones (Wilkowska & Ziefle, 2009). The literature describes a contested acceptance of mobile devices; where new software features compete against the sheer limitations of the devices render new software less effective for the older persons’ cohort (Hollier, 2013; Wu et al, 2009).

Accessibility issues have prompted research and development into specialised devices for older people. The ‘Raku-Raku’ phone from NTT DoCoMo was one such example of a mobile device with a simplified interface and significantly larger buttons, however devices such as these can perpetuate the digital divide rather than bridge it due to their deliberately different and more limited functionality (Fujitsu, 2012; Kobayashi et al., 2011). The Raku-Raku is one of a new generation of mobile devices that use haptics to extend the sense of physical and analogue interaction by older people (Priplata, Niemi, Harry, Lipsitz, and Collins, 2003; Fujitsu, 2012). The literature indicates that whilst there are various software innovations that assist greatly with accessibility, these improvements are not consistently deployed within the market, and many new concepts have yet to be accepted, trusted, or consistently relied upon.

2.5.3 Training and Usability

Access and availability to training, education, and skills development are influential in measuring perceived ease of use (Chesters et al., 2013; Kim, 2008). Access to training and skills development identified benefits for older people in terms of higher self-efficacy and lower computer anxiety (Karavidas, & Katsikas, 2005). Feelings of competence, enhanced self-esteem, and short term memory have all been attributed to increased levels of training and computer usage (Cortes et al., 2010; Lam & Lee, 2005; Lawhon, Ennis, & Lawhon, 1996). Even after receiving training and induction in commonplace ICT activities such as correspondence using email, research indicates that many older
people have difficulty being able to perform tasks (Cook et al., 2011a; Gatto & Tak, 2008). The literature strongly portrays a culture of poor usability that restrains and restricts older people from greater access of ICT innovations (UNDP, 2013).

In this sense, training and usability models that can inform the better engagement with technology for older people are an essential part of understanding trusted acceptance. Many new innovations focus on the ease of access in using new technologies, when for older people the emphasis is more critically focused on the need to train older cohorts so that they have the skill and capability to use new technologies more readily. It is difficult to envisage that older people will readily look to use new ICT technology if they perceive that their usage of the technology will be less fluent, less confident, and more inaccurate than other users. The literature points to a need for greater emphasis on the upskilling of older people in order to facilitate greater perceived acceptance of technology usage.

Adaptation skills are specifically linked with the main focus of gerontechnology: aging and technology (Hill, Beynon-Davies, and Williams, 2008). The usability of new ICT innovations, together with the method of training, especially whether the training can be undertaken in a form that does not require using the Internet, are key differentiators between the behaviour and trust of ICTs by older people and their younger counterparts (Yap, Wong, Loh and Bak, 2010; Lee, Kwon, and Schumann, 2005).

2.5.4 Cost of Using Technology

The cost of technology impacts on the decision-making of older people to determine how engaged with ICTs they become (Kim, 2008; Russell et al., 2008; Selwyn, Gorard, Furlong, & Madden, 2003). For those older people with sufficient financial means the adaptation to a nation of National Broadband Hi-Speed connectivity provides another step in the way society changes its method of communicating (NBN, 2012). However, studies on people from lower socio-economic situations reveal an under-reported impediment in the financial capabilities of aging retirees to cope with the cost of updated routers, computing equipment (Cortes et al., 2003), ongoing broadband access fees (Stankovic, Insup, Mok, & Rajkumar, 2005), and the cost of learning and up-skilling in line with their daily needs (Morris, 1994; Phang et al., 2006). A study of online banking adoption in Finland (Mattila et al., 2003)
discovered that household income was a significant barrier to the adoption of Internet banking by mature customers.

This indicates there is a proportion of the older persons’ community who are finding the cost of internet access to be beyond their limits, and that there is an accompanying issue in terms of computer literacy and familiarity that makes some daily tasks not only cost prohibitive but also socially alarming (Eastman & Iyer, 2004; Reisenwitz, Iyer, Kuhlmeier, & Eastman, 2007; Saunders, 2004). In a global sense, the literature points to a world that is far from accessible by the older cohort. In developed countries the use of technology enjoys greater usage by older people, however even within this grouping there is resistance towards online banking technology and innovation (UNDP, 2013). There is a strong theme of cost prohibitive opposition from older people towards technology (Morrell, Mayhorn, and Echt, 2004; Macedo, Petronilho, and Caine, 2013; Cook, Randhawa, Large, Guppy, Chater, and Ali, 2014).

Recent changes to the Australian Government Centrelink policy on welfare and pension statements reveals that customers (including all older citizens) no longer receive statements via post after July 1st 2012, but instead will be able to download information via the Internet or through the Department of Human Services Centres (DHS, 2012). Official policy changes such as the Federal Government digital statement program means that older people are further marginalized towards a forced acceptance of ICT for their daily informational requirements (Australian Government, 2013). For older people who are novices at ICTs this means an increased reliance on third parties, relatives, or friends (Fealy, Donnelly, Bergin, Treacy, and Phelan, 2012). Additionally, in many cases paid carers/agents, (Fast, Keeting, Derksen, & Otfinowski, 2004) therefore increase the cost to pensioners for information that they would previously receive by mail (Cortes et al., 2003; Ott, 2000). This indicates an increasing trend towards imposed and mandated systems in the areas of banking, social security and health (Reinders, Dabholkar, and Framback, 2008; Schmidt, 2015).

There is also an additional risk through the use of third party assistants and carers who are put in positions of implied trust, with access to older people’s life savings, and control of a range of income and outgoing expenditures (ANPEA, 2008; Manthorpe, Samsi, Rapaport, 2012). Issues pertaining to autonomy remain at the forefront of widespread trust concerns (Ott, 2000). Whilst there are multiple
examples of embedded e-Tools specifically designed for assisting with agent technology, the ongoing issue for novice older people remains with the fundamental problem of older people’s trust in ICT (Cortes et al., 2003). Older people remain wary of ceding their physical financial control to both a third party agent, and essentially a third party infrastructure. For those in aged care, the physical restriction that necessitates reliance upon others for online banking also drives their uncertainty towards trusting technologies that remain beyond their grasp (OFT, 2012).

A similar problem to pension and welfare access exists with banking. Whilst the big four Australian banks (CBA, Westpac, National and ANZ) have a similar existing policy to Centrelink that encourages but does not force the use of e-statements (ASIC, 2013), those banks with international origins (Citibank, Chase, JP Morgan) have shifted to e-statements only. Statements are not available through the post, and reconciliations are not available in face to face meetings or over the counter exchanges for these banks (Citibank, 2013; HSBC, 2013). In a move that now eliminates the posted paper statement (or charges for one), the policy direction is clearly shifting towards e-statements (Print21, 2013). The literature demonstrates the increasing deployment of imposed and partially-mandated ICT systems in the areas of finance, health, and online banking.

The combination of trust and knowledge in ICT can present a difficult challenge for novice older ICT users (Australian Government, 2013). Financial deregulation of the banking markets has been deemed as a successful policy that has brought about better competition, a wider range of banking products, and the liberalization of market capital (APSC, 2012). As a strategy, deregulation is acknowledged as purposeful. In practice, however, a deregulated financial market has also seen considerable trimming of the community-based banking policies that once went hand in hand with face to face banking. Of the more affected areas, older people now endure considerable hardship from online statements, account access and transfer procedures, and increased risks from identity predators and manipulators. The policy of the future regarding statements is trending towards an exclusively e-centred domain (APSC, 2012). In order to access one’s account the consumer will have no alternative than to use the Internet (Bitterman & Shalev, 2004; Charness & Root, 2009).
2.6 Trust, Governance, Authority, and Risk

This section discusses trust, then discusses governance, and then connects the two areas by discussing the way in which they connect with authority and influence. The section then discusses risk, and compares potential threats within the context of trust, governance, and the system of controls that influence and regulate their impact (Figure 2.5).

Figure 2.5 Diagram of ordered review of literature relating to Trust, Governance, Authority, and Risk.

This literature establishes the presence and absence of trust assumptions upon which mandated ICT practices can be evaluated (Govindan and Mohaptra, 2011; de Souza, da Silva, da Silva, Roazzi, and da Silva Carrilho, 2012; Lawlor, 2014). The literature points to a gap between the compliance and regulatory language which underpins the use of technology for financial banking (Grabner-Krauter and Faullant, 2008; Fealy, Donnelly, Bergin, Treacy, and Phelan, 2012) and the more human, peer driven trust that develops between older citizens (Moutinho and Smith, 2000; Grundy, 2005; Metlife Mature Market Institute 2009; Lin 2011). Mandated and imposed financial systems emphasise the security, safety, and reliability of specific applications and programs (Advocacy and Rights Centre, 2008; Grabner-Krauter and Faullant, 2008) whilst older people interpret new systems as impositions over already functioning banking methods with disdain, doubt and suspicion (ANPEA 2008; Lin, 2011; Arenas-Gaitan and Peral-Peral, 2015). One prominent theme in the literature centres on elder financial abuse, where imposed ICT banking for older people and frail people leads to banking and asset exploitation by family and known associates and acquaintances (Setterlund, Tilse, Wilson, McCawley and Rosenman, 2007; Kurrle and Naughtin, 2008; Manthorpe, Samsi, and Rapaport, 2012). The literature suggests instances of financial abuse that occur as a result of online banking access by others,
and the difficulty experienced by older people who prefer to conduct their financial business via face to face physical means rather than through the Internet (Lachs and Pillemer, 2004; Abbey, 2009; Davies, Gilhooly, Gilhooly, Harries, and Cairns, 2013).

2.6.1 Trust

The 2014 report on Older Adults and Technology Use refers to the majority of American older people living in isolation from ICT technology (Pew Research Center, 2014). Older people stipulate apprehension about engaging with technology as a result of two trust-related barriers (Neogi and Cordell, 2010).

2.6.1.1 Individual Limits to Capability, Understanding and Education

The first barrier is a hesitation to use ICT and to limit technology use because of a perceived lack of understanding, training, and technical ability (Karavidas, Lim, and Katsikas, 2005; Chu, Huber, Mastel-Smith, and Cesario, 2008; Masi, Suarez-Balcazar, Cassey, Zinney, and Piotrowski, 2003). By citing a lack of trust in themselves, and those involved in training, older people highlight the need to assist those amongst their cohort who are generationally predisposed towards daily routines that are not ICT dependent (Rice, 2002; Caplan, 2007). Of these routines - banking, finance, and bill paying are repeatedly cited in the literature as elements that require trusted capabilities (McCloskey, 2006; Eastman and Iyer, 2004). These capabilities also relate to governance, since ICT – driven systems need to follow a regulatory structure that ensures that people with low levels of ICT literacy can proceed with a realistic expectation of a trusted experience (Neogi and Cordell, 2010).

There is a contested understanding about the different areas of governance, asking whether the governance issues facing older people in banking are issues of internet governance or of financing and banking regulations (Lessig, 2000; Neogi and Cordell, 2010). The literature also points to the need for choice rather than mandatory practices, with older people seeking pathways that give alternatives to imposed and enforced ICT systems for daily activities such as banking (Lepa and Tatnall, 2006). There are high levels of anxiety amongst older people with neophyte understanding of ICT (Karavidas, Lim, and Katsikas, 2005). This ranges from mild angst, apprehension, and group think, through to high level

2.6.1.2 Trust in Technology, Reliability, and Systems

The second trust barrier is focused on the confidence and expectation that ICT systems will operate reliably and to the satisfaction of the user. The literature points to failure to trust relationships with online systems where human contact is limited, and where the reliance falls to a faith and conviction in the reliability of the technology (Mollenkopf and Fozard, 2004). Older people indicate widespread misgivings about systems where the human component is less visible, and where questions and inquiries are directed to nameless, faceless points of contact (Cohen, 2001; Mollenkopf, 2004). Other worries focus on the perceived likelihood and consequence of security problems, in particular identity theft, financial theft, privacy breaches, and data loss (Australian Government, 2013). There are signs that older people have little trust in cloud systems, or in data storage outside of Australia (Noor and Sheng, 2011). Older people hold perceptions based on cultural values that centre on the trust associated with the tangible rather than the virtual, and the human rather than the automated aspects of information technology (Kvasny, 2006).

Novice ICT users are subject to widespread vulnerabilities (Cohen, 2001; Hogeboom, McDermott, Perrin, Osman, and Bell-Ellison, 2010). Some of these vulnerabilities are in the area of trust and usage, and apply to users in general; however the majority of the vulnerabilities are specifically problematic for novice users (Australian Government 2013; Carlson, 2006). The connection to social behaviour rather than technical ability (Vergeer and Pelzer, 2009, highlights the distinction between mandated and voluntary interactions is an important factor in ascertaining differences about how older people trust and use ICTs (Chan, Thong, Venkatesh, Hu, and Tam, 2010).

A major gap in the literature is that far more has been written about the acceptance of innovations than the rejection of them (Rogers, 2003). There is an implied assumption that innovation will either be accepted straight away or eventually, however very little explains those users of innovation who repudiate, or wish to reject, the acceptance of ICT (Mollenkopf, 2004). There are two
contests in terms of mandated and imposed technology. The first is where older people are directed to adopt an ICT-based change from an existing non-ICT practice. People asked to shift from face to face banking to the practice of online internet banking fall into this category (Pikkarainen, Pikkarainen, Karjaluoto and Pahnila, 2004). The second relates to currency where older people are expected to shift from one ICT to a different ICT technology (Morrell, Mayhorn, and Echt, 2004). People asked to shift from one browser such as Internet Explorer to Mozilla Firefox for the purpose of internet banking and browser-security fall into this category (Ye, Seo, Desouza, Papagari, and Jha, 2006; Dormann and Rafail, 2006). Older people are confused about secure web browsers and the usage of one IT device over another (Lin, Chan, and Wei, 2006; Chen and Hitt, 2002; Ranganathan, Seo, and Babad, 2006). Novice users and late adopters of technology associate mistrust with technology that is mandatory.

There is an inverse correlation between trust, and mandatory usage, of ICTs (Lee, 2009; Mollenkopf, 2004). Similarly, people forced to leave one ICT for another under mandatory conditions associate less trust with the mandated ICT (Morrell et al, 2004).

2.6.1.3 Trustworthiness, Usage, and Acceptance

Technology acceptance and usage underpins much of the focus in understanding trust. There is an expectation that it is difficult for an innovation to be accepted into society without the ability for its consumers to use it (Grimes et al., 2010). Thus the evolution from diffusion through technology acceptance represents an historical depiction of multiple iterations of acceptance models – each one attempting to get closer to issues of trust and reliance (Rogers, 2003; Venkatesh and Bala, 2008). Technology acceptance models make a strong connection between usages and trust (Venkatesh, Morris, Davis, and Davis, 2003). This is not helpful where that usage stems from a mandated or imposed circumstance. However, there are models outside of the previously discussed TAM / diffusion / norms / beliefs / behavioural intention suite of considerations that look at how new innovations (Kvasny, 2006). The Technology Readiness Model describes a closer connection with trust (Diako, Lubbe, & Klopper, 2012), taking into consideration variables such as discomfort and insecurity (Brush, Edelman and Monolova, 2011; Westjohn, and Arnold, 2007; Chen and Li, 2010).
Examples of challenges to trust in technology can be seen in the form of domestic identity theft (Sylvester, 2004; Mordini, Wright, Wadhwa, De Hert, Mantovani, Thestrup, Steendam, D’Amico, and Vater, 2009). This proliferates amongst older people where elder financial abuse is practised by family members and close acquaintances for the purpose of material gain (Rengamani, Upadhyaya, and Rao, 2010). In situations where older people do not trust their own abilities due to limited ICT skills and confidence, they are forced to trust others even in situations where they fear trust is being abused (Rengamani, Upadhyaya, and Rao, 2010; Eggermont, Vandebosch, and Steyaert, 2006; WSAB, 2015). There is a need for greater regulation and authority in terms of older people, their carers, or their family members, and their access to financial accounts and assets (Dyer, Heisler, Hill, and Kim, 2005; Wagner, Hassanein and Head, 2010). Further, older people understand the potential risk of online financial elder abuse and in some cases resist ICT as a protective measure (Clare, Blundell, and Clare, 2011; ABS, 2012; Soar and Yu, 2014)

Older people identify strongly with the concept of trustworthiness (Wagner, Hassanein and Head, 2010). Although it takes the conformity of a single person to accept an ICT system, trust is more correctly defined as a “property of relations between two or more social actors” (Morwczynski & Miscione, 2008, p288). Social actors in this context can vary from individuals to corporations, associations or businesses (Kuriyan, Kitner, & Watkins, 2010). For some older people the idea of trust relies very strongly upon the need for trust to be associated with a trusted relationship. The need therefore extends to another person (or group) with whom a set of expectations and beliefs can be established (Wagner et al, 2010). Older people cite that the absence of a second party equates to the absence of trust (Tanis and Postmes, 2005). Some older people will trust an ICT based upon a connection with a second person or persons, but not based upon a relationship with a human-less piece of technology (Grimsley and Meehan, 2007; Vimarlund and Olve, 2005).

### 2.6.1.4 Measuring Trust

Trust is strongly associated to risk. It can further be defined as:

“... the willingness of a party to be vulnerable to the actions of another party based on the expectation that the other will perform a particular action important to the trustor,
irrespective of the ability to monitor or control that other.” (Mayer, Davis, & Schoorman, 1995, p710)

Measuring trust can be problematic, however the Technology Readiness model (TR) is used to measure citizen partiality to embracing new innovations in work and outside-of-work situations (Parasuraman & Grewal, 2000). It is designed to consider trust alongside acceptance (Diako et al., 2012) and is an attitudinal construct (Westjohn, Arnold, Magnusson, Zdravkovic, & Zhou, 2009). The TR model examines the inclination of an individual to use technology by four character traits that include optimism, innovativeness, discomfort and insecurity (Chen & Li, 2010). These qualities (see Figure 2.6) are considered as key determinants in assessing someone’s frame of mind towards embrace innovative technology (Lee, 2009; Walczuch, Lemmink, & Streukens, 2007). This model is helpful in classifying later adopters, but does not adequately explain the differences that arise from imposed and partially mandated technology upon older people (Diako et al., 2012).

The Technology Readiness Index (TRI) classifies against five categories of innovation recognition including: innovators, early adopters, early majority, late majority, and late adopters (Parasuraman, 2000; Parasuraman & Grewal, 2000; Walczuch et al., 2007). It is often depicted in connection with the Technology Acceptance criteria of PU and PEOU (Walczuch et al., 2007). The TR index presents a model that is more clearly able to consider both the influencing determinants of trust (optimism and innovativeness) and also the determinants of mistrust (insecurity and discomfort) (Walczuch et al., 2007). These factors of influence are present in online banking scenarios (Charness & Boot, 2009) and also at automatic teller machines where older people are required to interact with technology rather than in a face to face exchange (Fisk et al., 2009).
Whilst predominantly described as a social construct, trust in ICT is also described as trust in a system. Trust can be described as a collection of components which another component can rely on. Where component A trusts component B, that trust is broken if B violates the properties that enable the approved functionality of A. Here trust depends on the accurate and appropriate interaction of two or more components within a predetermined set of limits (Verissimo, Correia, Neves, and Sousa, 2008). In ICT terms the limits of components trying to interact appropriately is termed the trustworthiness of each trusted component. The trust that might be placed in an internet banking system is therefore best expressed as a set of components interacting within the limits of each component’s trustworthiness in completing some form of interaction with another component (Kelton, Fleischmann, and Wallace, 2008).
2.6.2 Governance

Rhodes (1996) in his seminal work on governance offers six definitions of governance. These definitions are all aimed towards achieving a universally applicable system of authority. He describes changes where globally technological advancement is accompanied by influence and authority from individuals to corporations and by public to private interests. The last two of his definitions (socio-cybernetic systems and self-organizing networks) support a system of order where ubiquitous ICT is partnered by discussions, understandings and rules that pass freely between stakeholders, hierarchies, and embedded systems of authority. In this sense e-governance does not readily accept mandatory ICT systems, but rather looks to broaden system authority to include choices ranging from inclusion to rejection. E-governance embraces participatory management and influence (Sassen, 2003a; Tait, 2014). Yet at the same time it draws considerable legitimacy from its openness, accountability, reciprocity and pluralism (Perri, 2005; Bevir, 2009).

E-Governance takes on greater importance as cyber security, cyber operability, and cyber compliance form a substrate through which internet and computer-technology rises and falls against a changing backdrop of trust (Gatto and Tak, 2008). The decision making process for older people goes beyond a simple choice about acceptance of an innovation (Carlson, 2006, Hogeboom et al, 2010; Blanton, 2012). The integration of deciding about trust and mistrust is influenced by a range of factors extending to reliability, assurance, privacy, capability, openness and governance (Gefen, Karahanna, & Straub, 2003; Niehaves & Plattfaut, 2010). The relationship between online parties such as banks and businesses, and their customers makes it clear that an e-vendor is more than its ICT connection (Grimes, Hough, Mazur, and Signorella, 2010). Older people expect that arrangements involving online ICTs will incorporate a range of human qualities centred on trust (Chang, McAllister, and Caslin, 2015).

These include the notion that any transactions are thoroughly dependable, credible, and without risk (Gefen, et al., 2003). Thus when the realities of online security risks, attacks and the targeting of older people’s assets are superimposed over any given innovation, the decision to trust an ICT innovation becomes a more complex matter than acceptance of the technology based on its ubiquity (Diako et al., 2012; McKnight et al., 2002; Suh & Han, 2002).
The rules, regulations, and conventions that shape and control the way in which older people interact with ICT are intended to guide the manner in which older people accept or reject innovation and change (Mujtava and Pandey, 2012). Innovations that are more strongly connected with activities that have some element of imposed requirement are useful in determining the way in which trust impacts on innovation acceptance (Ott, 2000). Banking is one such activity that has an imposed quotient that is instructive in discussions about trust and ICT acceptance (McKnight et al., 2002). Online banking provides a stronger connection to mandated actions than general ICT usage on the Internet that might involve email and social media interaction (Benamati & Serva, 2007). Banking and asset protection is of extremely high importance to older citizens (Ott, 2000). The transition from face to face banking services to online interactions using ICTs requires critical decision making (for older people) and imposes acceptance of technology usage in order to access a range of financial exchanges (Benamati & Serva, 2007; Lee, 2009). The literature demonstrates that older people perceive vast differences in the regulatory operations of face to face banking and that of online banking interactions (Neogi and Cordell, 2010; Chan et al, 2010).

Governance-framed perspectives of the differences between virtual/online and face to face/real-world manifestations reveal difficulties in accepting ICT innovations that incorporate trust (Charness & Boot, 2009; Grimes et al., 2010; Ott, 2000). For older people the shift from physical and face to face security to online security is sharp in contrast (Mattila, Karjaluoto, and Pento, 2003). It includes issues of trust, shifts in physical and virtual requirements, and in many cases additional costs in technology (Phang et al., 2006). There are clear distinctions between online governance and real world governance (Peacock & Kunemund, 2007).

Governance takes on a different form in its ICT version (Chan et al, 2010). Here the emphasis is upon new modes of governance, such as informal participation, social media commentary, and community-based groups and assemblies (Sassen, 2003a; Rhodes, 1996; Walters, 2004). Governance refers to processes and practices that enable individuals, groups and organisations to apply power, authority and influence (Bannister and Connolly, 2012). Governance is more powerful than
government and government is described as a subset of governance (Walters, 2004). Governance is a multilevel authority that incorporates the complexities of operating on multiple levels. Governance has the capability of self-regulation, as well as operability across boundaries and across networks (Bevir, 2009). It is multi-scalar and applies both vertically and horizontally through hierarchies, frameworks and processes. The method of action and change of governance is best described as “steering” and not “rowing” (Rhodes, 1996). It is this type of governance that translates into e-governance,

The e-Governance of mandatory and imposed technologies follows these new participatory modes of governance (Walters, 2004; Latham and Sassen, 2005; Perri, 2005; Tait, 2014). It recognises a much broader range of stakeholders and influencers (Sassen, 2003a). Whilst there are several contested definitions of e-Governance, those pertaining to trust in mandated and imposed ICT systems are clearly focused on new modes of governance. E-Governance can be described as a much more all-encompassing form of authority than e-Government (Tait, 2014). As a multi-scalar concept, e-governance is more suited to interacting with all forms of digital technologies. Electronic markets, internet knowledge archives, social networking, SMS messaging and a range of utility logic systems can all represent interconnecting actors from both private and public spheres (Latham and Sassen, 2005; Paetau, 2003).

There is an expectation on the part of older people that online financial experiences must be risk free and free from duress and complexity. The literature suggests that such expectations are unrealistic, and that financial providers operate under the working assumption that late adopters will in the end coalesce (Pew Research Center, 2014)

2.6.2.1 Models of Trust

There are many models, frameworks and examples of an underlying assumption that it was not if, but when, an innovation would gain acceptance (Venkatesh and Davis, 2000; Pavlou, 2003; Keat and Mohan, 2004; Gefen, Karahanna and Straub, 2003). However other research describes the more multidimensional connections that older people grapple with in terms of their trust and/or mistrust of ICT innovations (Lewicki, McAllister, & Bies, 1998). In these models the notion that an innovation has multiple facets to its consideration allows for the more complicated understanding that an
innovation can be trusted in one sense and yet not in another (Chang, McAllister, and McCaslin, 2015) (Table 2.1). Even considerations relating to free applications for online banking carry a heavy weight in terms of trust and governance. An example might be how an older citizen reacts to an expectation to adopt an online banking solution in the form of a free online app when a previously free bank statement now has a cost (Davis et al., 1989). Table 2.1 illustrates the distinction between “No Trust” and “Distrust”. Where the “No Trust” column is characterised by a lack of trust, confidence and faith, the column “Distrust”, describes much more deliberative approaches that show an intention to question a technology with a sense of purpose. Both column elements may lead to technology rejection, however the “Distrust” column appears far more purposeful, resolute and persistent in its approach.

Table 2.1 Integrating Trust and Distrust in Online Banking

<table>
<thead>
<tr>
<th></th>
<th>No Distrust</th>
<th>Distrust</th>
</tr>
</thead>
<tbody>
<tr>
<td>No Trust</td>
<td>Ambivalence, Casual acquaintances, Limited interdependence, Professional courtesy</td>
<td>Blind Suspicion, Undesirable eventualities (expected or feared), Preemption: Paranoia, Monitoring of behaviour</td>
</tr>
<tr>
<td>Characterised by:</td>
<td>No hope, No faith, No confidence, Passivity, Hesitance</td>
<td>Harmful motives assumed, Interaction occurs only as required, Attending to potential vulnerabilities</td>
</tr>
<tr>
<td>Trust</td>
<td>Blind Trust, High value congruence, Interdependence promoted, New Initiatives</td>
<td>Bounded Trust, Trust but verify, Relationship Restricted (Where distrust is present)</td>
</tr>
<tr>
<td>Characterised by:</td>
<td>Hope, Confidence, Assurance, Initiative</td>
<td>Relationship Highly segmented and bounded, Opportunities pursued but downside risks are closely monitored</td>
</tr>
</tbody>
</table>

Integrating Trust and Distrust in online banking. (Lewicki et al. 1998)

Trust is closely linked with acceptance and usage (Venkatesh and Bala, 2008; Rogers 2003; David, 1986), and yet there is a repeatedly reinforced notion that trust is more complex than a simple relationship (Bagozzi, 2007; Benamati, 2007; Turner, Kitchenham, Brereton, Charters, and Budgen, 2010; Ferreira, Torres, Mealha, and Veloso, 2015). No single usage is enough to confirm trust, although it may contribute towards the growth of a trusted perception. Trust does not occur and remain in a static sense. Trust builds “over time” (Ott, 2000). Trust can move forward or backwards based upon the interactions between solutions and problems (ANPEA, 2008; Australian Government, 2013; Carlson, 2006). As different problems and results are communicated back and forth, trust changes (Lee, Kwon,
and Schumann, 2005). Trust occurs and changes through the sharing of knowledge and the socialisation of ideas (Rogers, 2003). Trust depends upon social groups expressing their thoughts through the shared communications of communities (Dekimpe, Parker, and Sarvary, 2000).

The Social Construction of Technology (SCOT) approach (see Figure 2.7), describes the variables of trust building with technology (Hossain & Wigand, 2006). The SCOT framework regards trust as a complex process created “over time”. Such a progression requires multiple experiences and discussions in order to create a set of social interactions that share knowledge of what to trust, and in what form the trust might exist (Tatnall and Lepa, 2003). When viewed as a set of intellectual and knowledge assets, trusted elements begin to grow as more users collaborated and exchange their views and experiences. Higher levels of trust in ICTs require trust amongst parties. It is a set of complex perspectives and communicated ideas, derived by experience, discussion, thought and usage. It requires integration with tangible and physical assets as guided by shared collaboration (Hossain & Wigand, 2006). This Social Construction of Technology approach relies heavily on the socialisation of ideas. The SCOT method aims to derive solutions to ICT problems based upon a multifaceted exchange of ideas between different social groups (for example older people). It offers alternative explanations to the more widely published technology acceptance literature (notably TAM) and allows for differentiation in how people are classed as possible non-adopters rather than simply late adopters (Lee, Kwon, and Schumann, 2005).

Figure 2.7. The Social Construction of Technology (SCOT) approach (Hossain and Wigand 2006)
In drawing on the importance of social exchange of ideas, the commitment-trust theory can be used to understand in greater detail the importance of relationship building (Rotter, 1967; Morgan and Hunt, 1994; and Kassim and Abdullha, 2006). The theory suggests that trust is not just about forming a level of trust about a product or innovation, but also requires the forming, and continued use, of a relationship between the parties (see Figure 2.8). The theory places a greater level of importance on what it terms as ‘key mediating variables’ (KMV) in stating that the relationship between the vendor and the client is more important than the trust level held with the product (Morgan and Hunt, 1994). Whilst the model does not work well in scenarios of mandatory or imposed use, this is offset by the emphasis upon the relationship between the vendor and the client. Commitment-trust theory is dependent upon the relationship between parties (not the product) continually developing “over time” (Kassim and Abdullha, 2006).

**Figure 2.8. The Key Mediating Variables in the Commitment-Trust theory**
*Adapted from Morgan and Hunt (1994).*

### 2.6.3 Trust, Authority, and Influence affecting Governance

The crossover between trust and governance can be described as the distinction between hard and soft governance. This crossover is an important consideration in understanding the digital divide between older people and others (Mordini et al., 2009). It suggests that cultural issues dominate over concepts of hard governance (Alston, 2014). Soft power in the form of community-based exchange of
ideas is more accepted by older citizens because of its much greater participatory structure (Suh and Han, 2002). There are multiple studies that show the desire for older people to be involved in technology and innovation (Kuriyan, Kitner, & Watkins, 2010; Pikkarainen, Pikkarainen, Karjalouto, and Pahnila, 2004). However, there is a corresponding reluctance to accept financially-related imposed and enforced scenarios whilst simultaneously learning to use them (Saunders, 2004). In cases where older people are being asked to trust and use a technology whilst understanding and adjusting to a new form of ICT, hesitation, delay, and resistance become barriers to the usage (Wilkowska and Ziefle, 2009). In some cases, it might simply be a shift to the use of an online technology rather than a face to face interaction and exchange (Saunders, 2004; Wilkowska and Ziefle, 2009).

Alston, (2014) highlights the setting where older people are attempting to adjudge trust in ICTs by attempting to understand the culture of its rules and its structure. Older people take a soft approach to governance that evaluates the culture of the innovative practice (for example online banking) using values and principles that they already hold. At the same time older people have an understanding of the need for the hard governance of ICT, where a structure of compliance, technical reliability and standardisation forms the regulatory structure that banking organisations incorporate into online banking (Sassen, 2003a; Vincent and Harris, 2009; Bevir, 2009). There seems to be a requirement for a hybrid of both soft and hard elements in ICT-based governance (Raab, 2006).

This area posits the need for high-level compliance and data protection alongside the incorporation of participation and engagement with individuals and citizens’ groups with a greater level of social inclusion (Burmeister, 2010; Goujon and Flick, 2010). Going further, there is a great deal of momentum on the need to grow the right culture of trust for change to occur (Alston, 2014). Organisations and their ICT products need to exhibit consistently believable levels of trust (Salter, 1999), because there are several perils that create an environment for mistrust to take root (Alston, 2014). This push for change suggests a mis-match between the culture of enforced compliance of ICT governance and the expectation of participatory governance on the part of older people people considering technology adoption.
2.6.4 Risk

Risk is typically defined in terms of uncertainty (Figure 2.9). It is described as the trustee’s belief or about the probability of advances and/or damages (Mayers et al., 1995, p710). When risk is present, trust becomes mandatory (Belanger & Carter, 2008; Pavlou, 2003). Similarly, when trust is present, perceived risk decreases (Pavlou, 2003). Risk is problematic to quantify tangibly, and the literature often therefore reverts to a preferred description of perceived trust (Campbell, Carter, Hobbs, & Schaupp, 2012; Kuriyan et al., 2010; Reisenwitz et al., 2007). The literature indicates strong alignment between risk and trust by both clients and vendors.

In the context of financial online banking systems, older people have a different perspective on risk than younger generations (Wilkowska, W., & Ziefle, M. 2009; Zheng, Spears, Luptak, and Wilby, 2015). In part this is because the risk is greater should an older person suffer financial loss and need to return to work to survive (Stark, Choplin, Mikels, and McDonnell, 2014). When older people are faced with decisions regarding online systems, their risk appetite is far less pronounced than that of others (Pew Research Centre, 2014).

Older people perceive inherent risk in internet banking and remain unconvinced of the need to change from existing trusted systems that are performing adequately and to the general satisfaction of older citizens (Littler and Melanthiou, 2006; ANPEA, 2008). Trust and risk are closely associated indicators in the determination of ICT acceptance (Kuriyan et al., 2010). In online banking terms, trust and risk inform acceptance through variables such as transaction viability, perceived risk, voluntary loss of privacy, mandatory loss of privacy, and reputation (Keat & Mohan, 2004; Pavlou, 2003). Online banking and associated financial transactions appear to draw out the strongest factors of influence against technology acceptance, in particular acceptance decisions that align with the pragmatics of money movements and financial security (Pavlou, 2003; Reisenwitz et al., 2007).
In e-commerce, perceived risk often translates to the rejection of an ICT (see Figure 2.9) and a decision about the intention to use or not to use a system (Belanger & Carter, 2008; Campbell et al., 2012). If a consumer is unsure about the security of the information required to complete a transaction, then the operation is often abandoned and the transaction remains incomplete (Pavlou, 2003). In transactions such as online shopping, an American Association of Retired Persons (AARP) survey showed that older citizens held much less trust in online environments because they perceived a much higher level of risk, and a much lower level of control over the transactional process (Reisenwitz et al., 2007). In many cases of online shopping, the final transaction does not eventuate and the virtual shopping cart is abandoned before a purchase is made (Bizrate, 2000; Kuriyan et al., 2010).

As Figure 10 shows, there are two key features of the relationship between trust and risk in the standard TAM format. Whilst perceived risk can inform an intention to make an online transaction, as can Perceived Usefulness, (PU) and Perceived Ease of Use (PEOU), the far more important feature is the actual transaction. In the trust and risk-based TRTAM model (see figure 2.10) the intention to transact and the actual transaction are clearly the principal constructs. Here the literature shows the influence of the theory of reasoned action, where the TRA model made a similar distinction between behavioural intentions and actual behaviour (Davis et al., 1989).

There appears to be a much more pragmatic and direct relationship between trust and risk (Campbell et al., 2012). The perceived risk variable is stated as having a more galvanising effect than other variables on the acceptance of an ICT (Fairchild, 2003; Gan et al., 2006; Keat & Mohan, 2004;
Perceived risk is a combination of behavioural uncertainty and environmental uncertainty. The behavioural uncertainty is driven by the impersonal and reputational-neutral characteristics of many online service providers (Campbell et al., 2012; Pavlou, 2003). Their behaviour is unpredictable (Figure 2.10). At the same time, the online environment of the Internet is also volatile and erratic. Perceived risk therefore has a strong influencing effect over decisions to accept or reject ICT usage (Campbell et al., 2012).

Figure 2.10. A TAM-based Trust and Risk Model
2.7 Theories of Technology Acceptance and Usage

There are a range of different models that explain the take up of ICTs (see Figure 2.11). Some are based on perceptions whilst others use behaviours or needs to describe the acceptance (or rejection) of technology. The models included here are not an exhaustive list, but rather they are a representative sample of those models that the literature indicate have so far made the strongest impact on societies understanding of how technologies are acknowledged.

Diffusion Theory is the oldest of these theories, and is a launching platform for many of the other theories that start by asking how new ideas (in any format) are spread from one place to another. The largest collection of models is the Technology Acceptance models (TAM, TAM1, TAM2, TAM3, UTAUT, and STAM) which have dominated the literature based upon the two-pronged variables of “perceived usage” (PU) and “perceived ease of use” (PEOU). Cognitive Dissonance Theory (CDT and Task Technology Fit Model (TTF) both owe partial parentage to Diffusion Theory. CDT recognises that innovation complexities have a relationship with technology rejection, whilst TTF places a greater emphasis upon needs than perceptions.

![Figure 2.11. Acceptance Models and Theories](image-url)
The Theory of Rational Action (TRA) and its derivative the Theory of Planned Behaviour (TPB) both rely on subjective norms. They acknowledge that technologies can be rejected, but they both place a heavy reliance on the cost of technology. TPB takes the normative theory further by considering financial factors in terms of actual behaviour. This next section explains their contributions in greater detail.
2.7.1 Diffusion, Complexity, and Adoption

The diffusion of technological advances is a useful discourse in a literature review of ICT acceptance, trust and usage because it attempts to explain the way new ideas (specifically those that relate to ICTs) spread through society (Venkatesh and Bala, 2008). The theory is applicable to human computer interaction (HCI) because it examines the process of communication of new ideas and innovations (Agarwal, Ahuja, Carter and Gans, 1998), in terms of the speed with which the innovations proliferate (Mitzner et al 2010), and the social elements that influence each new idea (Agarwal, Animesh and Prasad, 2009). As older people interact with ICT innovations, the ability to identify the rate of diffusion helps to explain the characteristics of ICT trust and usage.

This spread of diffusion has been described as a key measurement in the success or failure of an ICT innovation (Cody, Dunn, Hoppin and Wendt, 1999; Kenny and Milne, 2014). However, where it explains the acceptance in terms of its popularity the theory is an insufficient framework to independently explicate trust in terms of expectation, reliance and dependence (Choi and DiNitto, 2013; Cracknell, 2010). Diffusion theory has five main phases: awareness, interest, evaluation, trial, and adoption (Rogers, 2003). It is a generalist theory (see figure 2.12), claiming that ideas do not necessarily need to be innovative but rather they are perceived by others as original and inventive (Agarwal and Prasad, 1997; Venkatesh and Bala, 2008; Reneau, 2012). The diffusion takes place as a perceived innovation is socialised so that an individual is exposed to an innovation, is then persuaded to consider the innovation and then decides to try it (Singer, Baradwaj, and Rugemer, 2012: van Biljon and Kotz, 2007). Innovations that pose less risk are less problematic to implement as the prospective harm from failed assimilation is lower (Meyer and Goes, 1988).

![Figure 2.12. Rogers’ Diffusion Curve adapted from Diffusion of Innovations (Rogers, 2003)](image-url)
A different feature of diffusion is that of complexity. ICT trust and usage are both influenced by how difficult an innovation is to be understood (Rogers, Mayhorn, and Fisk, 2004). Rogers (2003, p.288) posits that “the complexity of an innovation, as perceived by members of a social system, is negatively related to its rate of adoption.” In this sense, new innovations and technologies might easily be mapped to a continuum, citing the relative complexity or simplicity of each new idea (Reneau, 2012).

This idea can extend to innovation users by considering the relative perspectives of early adopters versus stragglers (Cody, Dunn, Hoppin and Wendt, 1999; Russell, Campbell, and Hughes, 2008). In terms of ICTs, early adopters were programmers and people with ICT expertise (Virokannas, Rahkonen, Luoma, and Sorvari, 2000). Their perceptions of each new innovation were that they were easy to embrace.

In contrast, large numbers of older people are stragglers (Lee and Coughlin, 2014), who from a novice ICT viewpoint, see new ICT innovations as complex (Agarwal, Ahuja, Carter, & Gans, 1998; Rogers, 2003). Whilst this is useful in understanding complexity, it does not answer the issue of trust, and it only partially accounts for usage by older citizens (Chu, 2010). Early thoughts about technology change and innovation discuss the difference between rational choice (Kennedy, 1964) and counter-corresponding perceptions, desires and beliefs about technology (Ahmed, 1966; Nordhaus, 1973). The diffusion of innovation theory has been criticised not placing sufficient importance on the social constructions of how people accept technology (Lyytinen and Damsgaard, 2001; Choi and Ruona, 2010). The idea that innovations and technology changes can simply be accepted by everyone ignores the subjective manner in which people attempt to “make-sense” of something hitherto unknown or not yet fully understood (Rogers, 2003). These pieces of technical knowledge, experience and perception are elements of diffusion, and their absence demonstrate decision systems that appear to lack ‘micro-foundations’ (Elster, 1983). For both Elster and Rogers the process is an entirely changeable one that is based upon socio-cultural variables as well as perceptions, trust and confidence. It is inherently complex. There is recognition for the relevance of diffusion and innovation theories, however it remains open to criticism in its ability to explain reluctance to adoption in circumstances where imposed or mandated usage occurs. It puts forward a simplistic rationale citing risk and harm, but does not embrace the added complexities that social constructions infer.
One supporting theory that builds upon the idea of diffusion is cognitive dissonance (Purdie and Boulton-Lewis 2003). Cognitive Dissonance Theory (CDT) suggests that the more complex an innovation, the greater the chance that people will find other reasons to support their decision not to embrace that innovation (Elster, 1983). CDT offers another partial explanation for how new technology is trusted and/or used (Consolvo, McDonald, and Landay, 2009). However, CDT also clarifies that there is a need to distinguish between ICT usages and trust (Brown and Venkatesh, 2005). CDT understands and describes scenarios where ICT users do not trust the usage of innovations (Barker, 2000; Boulton-Lewis, 2010). Similarly, it is also possible to describe a person who might trust an innovation without having ever used it (Lagana, 2008). Attitudes and behaviours are described as influencing factors using CDT (Adali, 2013). Thus the complexity of an innovation can be perceived differently according to how it is used, if it is used, and even whether it is a suitable option to be considered for use (Thompson, Higgins, & Howell, 1994). The complexity of an innovation can therefore receive acceptance and/or usage based on whether it represents an appropriate fit between the task expected and the capabilities of the technology and the user of that technology (Summer, 2007). The literature on CDT is useful but limited to those imposed ICTs that are perceived as complex.

Others have sought to understand the complexity components of diffusion theory (Zmud & Apple, 1989). By looking beyond the process of implementation to include the vested interests of the stakeholders and the context in which an innovation is discovered, a number of factors emerge. The table below gives an indication of a segmentation that identifies the diffusion of innovations variables (Cooper & Zmud, 1990).

**Table 2.2 An IT Implementation Diffusion Process. Adapted: (Zmud & Apple, 1989)**

<table>
<thead>
<tr>
<th>Variables</th>
<th>Processes</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Initiation</strong></td>
<td>Scanning of problems and opportunities. Push (technological innovation) and Pull (organisational need) factors involved in decision to change</td>
</tr>
<tr>
<td><strong>Adoption</strong></td>
<td>Rational and Social negotiations begin – socialisation of a new idea.</td>
</tr>
<tr>
<td><strong>Adaptation</strong></td>
<td>Organisational procedures are developed and enhanced. Innovation able to be used.</td>
</tr>
<tr>
<td><strong>Acceptance</strong></td>
<td>Usage begins.</td>
</tr>
<tr>
<td><strong>Routinization</strong></td>
<td>Usage becomes a normal activity</td>
</tr>
<tr>
<td><strong>Infusion</strong></td>
<td>Optimisation and effective usage takes hold.</td>
</tr>
</tbody>
</table>
Table 2.2 indicates a possible segmentation of variables. As an exemplar it is criticised as too simplistic to properly inform an understanding about the nuances of technology acceptance (and rejection) (Agarwal & Prasad, 1997). However, these variables form a starting point from which to derive a clearer understanding about how ICTs are accepted. Decisions that are made about IT usage and implementation are also dependent on what alternatives are available at the time, as well as what level of criticality aligns with each innovation usage (Goodman, 1986). The complexity of usage and trust is strongly connected with a range of variables that are uncertain (Cooper & Zmud, 1990). On the one hand diffusion theorists consistently note that an accepted technology or innovation needs to be compatible with its users and be suitable for the tasks that it is intended (Cooper & Zmud, 1990; Kimberly, 1981; Tornatzky et al., 1983), on the other hand, decisions that are made about IT usage and implementation are also dependent on the risk appetite of the user (Rogers, 2003). To add to the ambiguity of understanding diffusion theory, Cooper and Zmud’s process assumes that there is an order/process to the way in which usage of an ICT takes place. It does not consider the resistance to the way change can be imposed upon others (Fuegen and Brehm, 2004; Knowles and Linn, 2004, Choi and Ruona, 2010). Wynekoop, Senn, and Conger, (1992) suggest that it may work where technology acceptance occurs freely, but it does not account for usage that is mandated by others (Wynekoop, Senn, & Conger, 1992). Thus it is possible for an ICT user to routinely use an innovation before having rationally or socially accepted that usage (Agarwal & Prasad, 1997; Brown et al. 2002; Mendoza et al 2013).

One extension of diffusion thinking is centred on technology acceptance based around specific needs or tasks. The Task Technology Fit (TTF) theory suggests that IT usage is expected to be more meaningful in cases where the ICT innovation in use is matched in terms of both the task at hand and the capabilities of the innovative product (Goodhue & Thompson, 1995). The use of ICTs can be measured in terms of their efficacy. However, TTF (Figure 2.13) suggests that the way in which tasks are designed to be completed is more important than practicality and usefulness in determining expectations about a given technology’s utilisation (Goodman and Thompson, 1995; Floyd and Zahra, 2007). Studies into usage of ICTs based upon fit are instructive where the acceptance of that technology is either incidental or voluntary (Thompson, Higgins, & Howell, 1991). TTF appears less conclusive
as a theory where the use of an innovation is either mandated or imposed (Benamati & Serva, 2007; Chan et al., 2010). The decision to use an ICT, whilst often successful where there is a fit between the task and the usage is, however, ostensibly influenced by other additional factors (Floyd and Zahra, 2007) such as social norms and behavioural attitudes (Thompson et al., 1991). The literature in this area is not well defined in terms of mandated ICTs, but it does point to the need for the inclusion of shared customs and activities.

Figure 2.13 The Task Technology Fit Model

Studies on the usage of personal computers place greater emphasis on social factors, cultural influences, and their corresponding habits, customs and practices (Fishbein & Ajzen, 1975; Thompson et al., 1994; Triandis, 1980). This inclusion of beliefs and perceptions is not intended to openly contest the task technology fit theory, but rather to incorporate a number of additional factors that assist in forecasting ICT choices. In this sense attitudes are a predictor of ICT usage (Robey, 1979). Social influences and societal norms impact on trust (Belanger & Hiller, 2006; Benamati & Serva, 2007; Chan et al., 2010). Thus the expected consequences from using ICTs are connected with both the user’s individual perceptions, as well as those in their environment (Thompson et al., 1991; Triandis, 1980). The combination of ‘Behavioural Intentions’ (BI) and what Fishbein and Ajzen (1975) refer to as ‘Subjective Norms’ (SN) forms the basis of the Theory of Reasoned Action (TRA). Behavioural intention measures the strength of a person’s intent on behaving in a certain manner. Subjective norms
describe “the person’s perception that most people who are important to him think he should or should not perform the behaviour in question” (Fishbein and Ajzen 1975, p. 302).

![Theory of Reasoned Action Diagram](image)

**Figure 2.14. Theory of Reasoned Action Diagram**

The Theory of Reasoned Action is an important milestone theory. It can assist in explaining and understanding some of the general areas about how computer technology usage decisions are made. TRA relies on the researcher identifying those normative beliefs that establish a set of subjective norms (Figure 2.14). This is a broad approach and requires the investigator to determine a set of salient beliefs that apply to a given sample population. Davis et al (1989) posit that TRA is advantageous in examining ICT usage because any factors not directly considered are still expected to influence results by way of their indirect influence to either behavioural attitudes or normative beliefs. Thus user acceptance of technology retains the inclusion of internal psychological variables as well as external norms and values. TRA has broad appeal but has been criticised for not fully accounting for elements of thrift and frugality that often accompany cost prohibitive perceptions of new technology (Hale, Householder, & Greene, 2002; Liska, 1984). Unlike other adoption models, the TRA fully acknowledges the likelihood of rejection as one of the expected outcomes of a rational decision about the adoption of a technology (Dalcher and Shine, 2003). TRA does not, however, provide a model that adequately allows for mandated or imposed technology adoption (Fuegen and Brehm, 2004; Knowles and Linn, 2004, Choi and Ruona, 2010).
A second derivative of the Theory of Reasoned Action is the Theory of Planned Behaviour (TPB) (Asjen, 1985). The TPB model took the previous TRA model and changed the emphasis from behavioural intention to actual behaviour (see Figure 2.15), in response to criticism about the inadequacy of the TRA model in determining outcomes where that behaviour was incomplete (Asjen, 2002; Sheppard, Hartwick and Warshaw, 1988). Whilst extending the TRA model to include actual behaviour, the TPB remains inadequate as a model that could explain or discern between mandatory, imposed, or voluntary acceptance of technology (Solomon, Russell-Bennett and Previte, 2012; Teo and Pok, 2003; Venkatesh, Morris and Ackerman, 2002). As in the case of the TRA, the issue of thrift and economic caution remains problematic in the TPB, particularly in the context of older people who cannot afford to experiment with multiple and rapidly changing technology usage (Luarn and Lin, 2005). Whilst both TRA and TPB offer explanations for actions involving financial decisions, both remain inadequate in scenarios where there is low volition (Alsajjan and Dennis, 2010).
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**Figure 2.15 Theory of Planned Behaviour (TPB)**

### 2.7.2 Technology Acceptance Model (TAM)

In response to the issue of parsimony, frugality, and opportunity, limitations are regarded as important to the study of technology adoption since they can have a direct impact upon issues of trust and usage (Keat & Mohan, 2004). Partially as a response to these inadequacies, the Technology Acceptance Model (TAM) was introduced to more directly assist in the specific user understandings in the area of
information systems user acceptance (Davis, 1986). TAM allows for the tracking of specific beliefs and attitudes against the external factors that dynamically influence their affect upon the intended and actual use of information technology systems. To achieve this TAM (see Figure 2.16) suggests that there are two specific beliefs that directly influence ICT usage and activity (Davis, Bagozzi, & Warshaw, 1989). The perceived usefulness (PU) and the perceived ease of use (PEOU) determine attitudes and intentions that determine ICT usage. The perceived usefulness (PU) is a measure of the likelihood that an ICT usage will result in improved work performance (within a specific context). The perceived ease of use (PEOU) relates to a user’s expectation about how easy and unproblematic a given ICT usage will be (within a specific context). The two variables PU and PEOU are dissimilar in the statistical sense, yet they are contextually connected to contrasting elements relating to usage (Davis et al., 1989).

**Figure 2.16. Technology Acceptance Model (TAM)**

Perceived usefulness and perceived ease of use both influence decisions about ICT usage directly. Davis et al (1989) posit that usefulness combined with the behavioural intention of an ICT user are both considerations that emerge based upon a rational and cogent judgment of how the usage will progress their activity.

“TAM theorises that the effects of external variables on intention to use are mediated by perceived usefulness and perceived ease of use. According to TAM, perceived usefulness is also influenced by perceived ease of use because, other things being equal, the easier the system is to use the more useful it can be.” (Venkatesh & Davis, 2000)
TAM moves beyond TRA in that it does not solely attempt to acquire numerous subjective norms in order to determine behavioural intentions. TRA is a model that is suited to explaining volitional behaviours (Ajzen, 1985; Bentler & Speckart, 1979), whereas TAM embraces additional choices that include various types of coercion (Davis et al., 1989). In this sense TAM allows for the inclusion of intentional usage that might, for example, be mandated by circumstance. TRA is considered a weaker model than TAM in attempting to include decisions about trusted usage because it does not allow for those intended usages that are imposed (Davis, 1986). In specific terms of ICT usage, TRA has also been criticised for instances where “subjective norms” can be influenced by the attitudes of others to possibly form a “false consensus” relating to normative beliefs (Hale et al., 2002).

TAM treats perceived usefulness (PU) as a more important variable than attitude (Davis et al., 1989). TRA has also been criticised as an inferior model in terms of mandated practices. The grouping of variables known as “subjective norms” (SN) does not discriminate between imposed compliance and voluntary adoption (Warshaw, 1980). Thus usage that is decreed from a supervisor may ignore the user’s own set of beliefs about any given ICT application and may infer deference towards the beliefs and attitudes of others (Oliver & Bearden, 1985). This makes TRA an unsuitable model in its own right to test for trust in ICT usage (Xin, Valacich, & Hess, 2004). TRA is, however, a useful stepping stone towards a model that more specifically allows measured acceptance for both mandatory and voluntary ICT usage. Both TAM and TRA share the assumption that usage attitude is decided using one’s norms and beliefs (Davis et al., 1989), but differ where TRA sums all beliefs together whilst TAM looks to two main beliefs (PU and PEOU) that are treated as separate constructs.

Contemporary ICT innovations are increasingly connected with self-efficacy through one’s perceived ease of use (PEOU). The easier a system can be engaged with, the greater one’s ability to progress the ongoing interaction (Bandura, 1982). The effect of hardware such as a mouse or a touchscreen, combined with software additions such as menus and icons, represent milestone achievements that strengthen self-efficacy in ICT usage (Lam, & Lee, 2006; Wilkowska & Ziefle, 2009). Thus there are two factors by which PEOU can influence usage behaviour. The first is the value of the efficacy by which usage is intuitive and natural (Cook et al., 2011a; John & Sutherland, 2004;
Savenstedt, Sandman & Zingmark, 2006). This applies to elements where usage commences irrespective of prescriptive instruction or training. The second set of factors is the instrumental components that allow for faster, crisper, brighter, or more thorough elemental usage (Wong, 2011).

Of significance in understanding utilisation is the relationship between complexity and usage. If a new ICT is perceived as complex to use, the interest in usage often has an inverse relationship to its acceptance (Davis et al, 1989). Thus, where TAM proponents posit that PU and PEOU positively affect user attitudes (Davis, 1986; Schultz & Slevin, 1975) usage that shows complexity has a negative effect on user attitudes (Venkatesh, 2000). Perceived ease of use is a complex construct that can be shaped by many variables. Greater levels of complexity reduce the effectiveness of incorporating PEOU. The over simplicity of the PU and PEOU descriptors are unhelpful when attempting to understand a model that incorporates the differences between mandated, imposed, and voluntary adoption of technology (Jackson, Chow and Robert, 1997; Adams, Nelson, and Todd, 1992; Brown, Massey, Montoya-Weiss and Burkman 2002; Venkatesh 2000, Ram and Jung, 1991).
2.7.3 Technology Acceptance Model 2 (TAM2)

After many studies over a considerable time-span TAM has become accepted as a reliable predictor of user acceptance in ICT (Bagozzi, 2007; Venkatesh & Davis, 2000). Despite this consistency there are other contributing factors beyond the original model that influence usage. TAM2 extends beyond the original TAM to include additional constructs that include subjective norms, voluntariness, image, job relevance, output quality, result demonstrability, and perceived ease of use (Figure 2.17). The first three of these additions are interrelated social forces whilst the remaining four additions are cognitive instrumental processes.

The inclusion of subjective norms as a determinant of usage is a consistent with earlier work on the Theory of Reasoned Action (TRA) (Fishbein & Ajzen, 1975). People may elect to behave in one way even though they are not personally drawn towards acting in such a manner. This is best represented by two other conditions. The first is that users perceive that others of importance think that they should behave in such a way, and the second is that they are inclined to conform to those other people (Ajzen, 1991). TAM proponents have since conceded that social influences affect usage behaviour (Venkatesh & Davis, 2000).

Of specific interest to the understanding of trusted usage by older people is the difference between voluntary and mandatory circumstances. Specifically, TAM2 attempts to address subjective norms where mandatory settings are in play. TAM2 theorises that compliance occurs where an individual executes behaviour in order to attain a specific recompense or to avoid a specific penalty (Venkatesh & Bala, 2008). Differences in subjective norms were noted between mandatory usage (where the subjective norms influenced acceptance) and voluntary usage (where no such influence was apparent (Harwick & Barki, 1994). Thus TAM2 posits that in mandatory ICT usage there is additional influence over and above the two determinants known as perceived usefulness (PU) and perceived ease of use (PEOU). This has been extended to include internal and external organisational mandates (Hartwick & Barki, 1994). (Hartwick & Barki, 1994).
The distinction between mandatory and voluntary contexts presents through the acceptance of subjective norms. Where (PU) and (PEOU) are measured, TAM2 also considers “voluntariness” as an influencing factor described as “the extent to which potential adopters perceive the adoption decision to be non-mandatory” (Hartwick & Barki, 1994). This variable is also described when addressing mandatory usage in the literature as “compliance” (Bagozzi, 2007; Chan et al., 2010; Venkatesh & Davis, 2000; Venkatesh et al., 2003).

The extended model (TAM2) also includes other specific subjective norms. TAM2 includes the influence of ‘image’. It assumes that the subjective norm will positively influence image because where there are significant members of a person’s community group who consider that a person should make use of an ICT then that usage will probably lift up that person’s reputation and esteem within the community. TAM2 adds another variable to this consideration, positing that whilst a person complies with a mandatory usage (or one undertaken through the influence of image and expected esteem), that such subjective norms have a reduced effect “over time” (Venkatesh & Bala, 2008). Thus the initial mandating of a usage may assist a person to engage with ICT usage at the beginning, but that after gaining experience “over time” that user may revert to PU and PEOU (Agarwal & Prasad, 1997; Hartwick & Barki, 1994).
Another addition to TAM2 (from the original model), is a user’s understanding of ‘job relevance’. The original TAM model drew criticism from researchers who suggested that TAM had a lack of task focus (Dishaw & Strong, 1999). Perceived usefulness (PU) implied that a task was useful, but did not explain properly whether that usefulness had a direct influence on usage or whether it was specifically useful for the given task at hand. TAM2 draws elements from task Technology Fit (TTF) theory by suggesting that where usage is related to how applicable it is to the completion of tasks there is cognitive judgement by the user as to the personal relevance and job importance that corresponds with that usage (Goodhue & Thompson, 1995; Hartwick & Barki, 1994).

Venkatesh et al. (2000) posit that job relevance will have a positive effect on perceived usefulness. TAM2 also considers ‘output quality’ and ‘result demonstrability’ as influencing factors. It posits that people will bear in mind how well a system performs given tasks and consider the quality of outputs as a rationale for perceived usefulness. This element of TAM2 has strong connectivity with diffusion theory. In many instances this judgement is made on the basis of individual and commercial profitability (Agarwal et al., 1998).

2.7.4 Technology Acceptance Model 3 (TAM3)

The more recently considered model of technology acceptance is the Technology Acceptance Model 3 which seeks to differentiate from previous TAM iterations by attempting to qualify a ‘lack of actionable guidance’ (Venkatesh & Bala, 2008). In putting forward TAM3, Venkatesh and Bala acknowledge that both the TAM and TAM2 were only capable of generalised identification of the two influencing determinants PU and PEOU. In a practical sense ICT usage might be developed with a TAM-based instruction to ensure that a given innovation was both useful and easy to use. The TAM3 model accepts that such a scenario is overly simplistic, and that whilst it might be obvious to include PU and PEOU in its development, it is a far more complex instruction that attempts to qualify how easy and how useful an innovation might become. Whilst one might crave an innovation that was easy to use but extremely useful, rather than a different product that was reasonably useful but extremely easy
to use, the more complex consideration is to ask whether the variables of PU could influence PEOU and/or could the variable of PEOU influence PU.

In order to better separate the elements of the construct PEOU, Venkatesh and Bala developed six determinants of PEOU (see Table 2.3). These determinants have an influencing relationship with PEOU in such a way that they can be added together with other determinants on the TAM2 model. This means that the social influence processes that were fundamental to assisting our understanding of perceived usefulness (PU) are not affected by the new addition of determinants that influence perceived ease of use (PEOU) (Venkatesh & Bala, 2008).

Table 2.3 PEOU determinants from Technology Acceptance Model 3

<table>
<thead>
<tr>
<th>Determinants</th>
<th>Definitions</th>
</tr>
</thead>
<tbody>
<tr>
<td>Computer Self-Efficacy</td>
<td>The degree to which an individual believes that he or she has the ability to perform a specific task/job using the computer</td>
</tr>
<tr>
<td>Perception of External Control</td>
<td>The degree to which an individual believes that organizational and technical resources exist to support the use of the system</td>
</tr>
<tr>
<td>Computer Anxiety</td>
<td>The degree of “an individual’s apprehension, or even fear, when she/he is faced with the possibility of using computers”</td>
</tr>
<tr>
<td>Computer Playfulness</td>
<td>The degree of cognitive spontaneity in microcomputer interactions”</td>
</tr>
<tr>
<td>Perceived Enjoyment</td>
<td>The extent to which “the activity of using a specific system is perceived to be enjoyable in its own right, aside from any performance consequences resulting from system use”</td>
</tr>
<tr>
<td>Objective Usability</td>
<td>A “comparison of systems based on the actual level (rather than perceptions) of effort required to completing specific tasks”</td>
</tr>
</tbody>
</table>

PEOU determinants from Technology Acceptance Model 3 (Venkatesh and Bala, 2008).

Perceived Ease of Use (PEOU) is closely associated with an individual’s self-efficacy beliefs, as well as their technical understanding (Davis et al., 1989; Venkatesh et al., 2003). Hands-on experience is required to determine PEOU. Venkatesh (2000) posited that people judge their PEOU by linking their perceptions to general beliefs about ICTs and then later altering their opinions based on their own applied practice with a specific innovation. Thus the first four ICT determinants in the table above (computer self-efficacy, perceptions of external control, computer anxiety, and computer playfulness) form ‘anchors’ in the form of characteristics and emotions that relate to ICT usage. The Technology Acceptance Model 3 also states that these determinants will not influence perceived usefulness (Chuttur, 2009).
Figure 2.18. Technology Acceptance Model 3 (TAM 3)

The importance of applied practice in the form of hands-on usage is emphasised in TAM3, (Table 2.3), because TAM3 theorises that there is a transfer of behavioural attitude from PEOU to PU that takes place “over time” (Figure 18). The four ‘anchors’ of PEOU will change as more experience is acquired. This explains why ‘experience’ box in the TAM3 diagram is linked to both the subjective norms that influence perceived usefulness, but also several elements that influence perceived ease of use (Venkatesh & Bala, 2008). The theory of anchoring and its moderating effect “over time” is independently supported by others (Mussweiler & Strack, 2001).
The TAM3 model suggests that ‘experience’ will moderate the effect of computer anxiety on PEOU. As experience increases “over time” the effect of computer anxiety on PEOU will diminish. Simultaneously as applied practice increases so too will the strength of the determinants objective usability and perceived enjoyment grow “over time”. Venkatesh et al (2008) refer to perceived enjoyment and objective usability as adjusting information variables. They posit that not only is perceived ease of use moderated by experience on an individual basis, but that as anxiety declines “over time” objective usability and perceived enjoyment through experience allow users to make more accurate perceptions about how long each usage might take, how much effort is required, and how complex each usage might be. The notion that voluntary experience would reduce the anxiety connected with PEOU “over time”, whilst mandated usage would retain a stable set of perceptions, has been used as a comparator for trust (Venkatesh & Bala, 2008). However, trust is more complex than simply measuring voluntary usage over an extended period of time. The TAM3 model still fails to demonstrate an understanding of trust in instances where the usage has been imposed.

2.7.4.1 Summary of TAM models and iterations

The Technology Acceptance Model has a number of limitations. TAM has a prominent status that is derived from its associations with diffusion theory, the theory of planned behaviour, and the theory of reasoned action. Its two main behavioural influencers are the Perceived Ease of Use (PEOU) and Perceived Usefulness (PU). However, a strong criticism of TAM is that these two influencing factors make for an overly simplistic model to account for a variety of measures, behaviours, reactions, and perceptions (Bagozzi, 2007). On the one hand researchers extol the succinctness of TAM for asserting that no more causes or forces of behaviour should be assumed than are necessary to account for the facts, yet on the other hand researchers acknowledge the progressively multifaceted iterations of TAM, TAM2 and TAM3 that emerge with each new model. The introduction of new TAM determinants are an attempt to help explain the inability of the original TAM model to account for a more comprehensive reality that includes factors such as mandatory, obligatory, and imposed requirements to use and accept new technologies.
Further inconsistencies become visible when distinguishing between the usage intentions of an individual and those of someone allied to a group. A group member is subject to a variety of influencing determinants by comparison to an individual user. In reality there are very few usages that might be attributed to “single user” acceptance. Acceptance and usage is clearly influenced by other factors such as social identity, belongingness, collective esteem, and imposition (Bagozzi & Lee, 1999). Subsequently the need for a model that went beyond TAM resulted in the development of the UTAUT model (Venkatesh and Davis 2000).
2.7.5 Unified Theory of Acceptance and Use of Technology (UTAUT)

In 2003 Viswanath Venkatesh led a group of technology acceptance researchers to develop a more ‘variable-laden’ model of ICT acceptance. The UTAUT model is a technology acceptance model that aims to go beyond TAM frameworks by explaining in more detail user intentions and subsequent user behaviour. UTAUT posits that there are four main concepts (described as performance expectancy, effort expectancy, social influence and facilitating conditions), that are direct determinants of usage intention and action (Venkatesh et al. 2003). The theory suggests that gender, age, experience, and voluntariness of use can moderate the influence of the four main concepts of usage intention and action. The theory was developed as part of a review of previous models that had been used to explain usage acceptance. UTAUT draws from elements within the theory of reasoned action (TRA), the technology acceptance models 1 and 2 (TAM), the theory of planned behaviour (TPB), personal computer usage, the diffusion of innovations theory (IDT), and social cognitive theory. Hence the notion of a unified theory has been put forward. UTAUT claims to deliver a framework that better explains interdependencies, deeper and richer dynamic influences, and a better defined set of core constructs.

One reason for a review of acceptance models (and the subsequent support for a unified model) was that none of the previous models appeared to deliver sufficient consistency across a range of previously non-aligned variables. The initial observation from UTAUT (Venkatesh et al, 2000) is to acknowledge a much more simplified representation of user acceptance (Figure 2.19). Venkatesh et al
(2003) acknowledge the earlier work surrounding the Task Technology Fit model (TTF) but note that the UTAUT model is grounded on the underlying principle that technology usage should be the single overriding dependent variable that remains across any unified approach.

The development of the unified model used this underlying principle as the footing for a different model that aimed to incorporate positive correlations from across the various user acceptance models previously described. Using a combination of longitudinal data from across a variety of studies, Venkatesh et al (2003) determined that there were seven constructs that demonstrated direct alignment with determinants of intention or usage across different models (Figure 2.20). From these results the four constructs of performance expectancy, effort expectancy, social influence, and facilitating conditions became the main determinants, whilst attitude towards using technology, self-efficacy, and anxiety were theorized as not having direct influence on intention or usage.

COMPARED WITH PREVIOUS TAM ITERATIONS, THE UTAUT MODEL ALLOWS FOR A GREATER NUMBER OF DYNAMIC VARIABLES SET AGAINST A SINGLE OVERRIDING DEPENDENT VARIABLE. THE FOUR KEY DETERMINANTS SHOWN ON THE LEFT SIDE OF THE UTAUT MODEL PLAY KEY ROLES IN THE PREDICTION OF USAGE AND INTENDED USAGE OF ICTS.
**Performance expectancy** is posited as the degree to which an individual believes that using the system will help that individual to reach advances in job performance. This first construct is similar in many respects to the PU of TAM and TAM2, the job fit related to PC usage, the relative advantage of diffusions theory and the usefulness of the theory of planned behaviour. This construct is moderated by the variables gender and age. According to Venkatesh et al, (2003) it is the strongest predictor of intended usage.

**Effort expectancy** is advanced as the degree of ease associated with ICT usage. This construct can be associated with the PEOU from TAM and TAM2, complexity from PC usage, and ease of use from diffusion innovations theory (IDT). This construct applies in both voluntary and mandatory settings, but with the understanding that the significance decreases as usage is continued. This construct is moderated by the variables gender, age and experience. Based on the review of previous usage modelling, Venkatesh et al (2003) hypothesise that this construct is the strongest determinant in terms of gender and age, as related to previous technology acceptance work (Agarwal & Prasad, 1997; Davis et al., 1989; Thompson et al., 1994; Venkatesh, 2000).

**Performance expectancy** is posited as the degree to which an individual believes that using the system will help that individual to reach advances in job performance. This first construct is similar in many respects to the PU of TAM and TAM2, the job fit related to PC usage, the relative advantage of diffusions theory and the usefulness of the theory of planned behaviour. This construct is moderated by the variables gender and age. According to Venkatesh et al (2003) it is the strongest predictor of intended usage.

**Effort expectancy** is advanced as the degree of ease associated with ICT usage. This construct can be associated with the PEOU from TAM and TAM2, complexity from PC usage, and ease of use from diffusion innovations theory (IDT). This construct applies in both voluntary and mandatory settings, but with the understanding that the significance decreases as usage is continued. This construct is moderated by the variables gender, age and experience. Based on the review of previous usage modelling, Venkatesh et al (2003) hypothesise that this construct is the strongest determinant in terms of gender and age, as related to previous technology acceptance work (Agarwal & Prasad, 1997; Davis et al., Thompson et al., 1994; Venkatesh, 2000).
Social influence is posited as the level at which a person identifies that significant others believe he or she should use a new ICT. This construct is closely associated with the subjective norm of TRA, TAM, TAM2 and TPB. It is also allied with the social factors in PC usage and the construct of image in innovations diffusion theory. This construct does not respond to voluntary situations; however, it is an active determinant when usage becomes imposed or mandated. It is moderated by all four of the shown variables: gender, age, experience, and voluntariness of use.

Facilitating conditions is described as the level to which a person believes that an organisation and system infrastructure exists to maintain and operate the use of a given ICT. This construct is closely associated with the perceived behavioural control of TPB, the facilitating conditions outlined in the theory of PC usage, and the compatibility of IDT. The construct is moderated by age and experience. One of the strengths of the UTAUT model is that it allows research to understand technology acceptance and usage changes “over time”. This is particularly interesting to studies that examine the actions and intentions of novice users as well as comparisons about dynamics associated with age (Venkatesh & Bala, 2008).

The unified theory of acceptance and usage of technology has received criticism for the large number of independent variables that can be considered. The UTAUT model integrates forty-one (41) independent variables for calculating intentions and also depicts eight (8) independent variables for calculating behaviour (Bagozzi, 2007). The model has been described as disorderly in its approach to logically presenting variable interaction and influence (Williams, Rana, Dwivedi, & Lal, 2011). The model has also been cited for its inability to consistently address parsimony (van Raaij & Schepers, 2008). Despite these criticisms, UTAUT is a popular choice of researchers investigating linkages between older citizens, technology acceptance and trusted systems (Al Awadhi & Morris, 2008; Gupta et al., 2008; Niehaves & Plattfaut, 2010).

2.7.6 Trust and Acceptance Model Timeline and Progression

The emergence of each new trust and acceptance model owes something to its predecessors. The models are derivative and each new model attempts to account for the gaps, limitations and inconsistencies of previous models. Thus, since 1957 there have been a range of trust and acceptance
models that have emerged to meet the need to understand the trusted usage and acceptance of technology. The timeline provided (see Figure 2.21) shows the progression of the early models of Cognitive Dissonance Theory (1957) and the Diffusion of Innovation Theory (1962) through to 2008 and including the derivative Seniors Technology Acceptance and Adoption Model (STAM).

Figure 2.21. Timeline of Trust and Acceptance Models
2.7.7 Senior Technology Acceptance & Adoption Model (STAM)

With the inadequacies of TAM models to address the rejection of technologies by late adopters and laggards, particular versions of TAM have evolved to help describe the specific needs of subsets, such as older people (Mendoza et al, 2013). Previous acceptance models have generalised about the full range of potential users, often differentiating between early adopters and late adopters (Agarwal et al., 1998; Morris & Venkatesh, 2000). There is a need for a version of TAM that addresses the specific variable strengths that apply to older people. An alternate way to consider usage is to differentiate between adoption and acceptance of an ICT innovation. On the one hand technology adoption is best described as a process (Rogers, 2003), typically described as a progression starting with awareness and ending with actual usage of an innovation (Renaud & van Biljon, 2008), whilst on the other hand, acceptance describes an attitude rather than a process (van Biljon & Lotz, 2007). These attitudes can be influenced by a wide variety of factors (Bagozzi, 2007), whereas an imposed or mandated adoption of an ICT may only be enforced from one or two factors (Reneau, 2012).

The Senior Technology Acceptance & Adoption Model (STAM) looks more closely than other TAM variants at the adoption process for ICT innovations (Renaud & van Biljon, 2008). The model draws its basis from two differing views of adoption process. The first is derived from Rogers “Diffusion of Innovations” (2003) which defines a five stage process for innovation adoption (Table 2.4).

<table>
<thead>
<tr>
<th>Phase</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Knowledge Phase</td>
<td>Where the person gets to know about the product</td>
</tr>
<tr>
<td>Persuasion Phase</td>
<td>Where the person becomes persuaded of the need for the product</td>
</tr>
<tr>
<td>Decision Phase</td>
<td>Which leads to purchase or ownership</td>
</tr>
<tr>
<td>Implementation Phase</td>
<td>Where the item is used</td>
</tr>
<tr>
<td>Confirmation Phase</td>
<td>Where the individual seeks to confirm making the right decision in purchasing the product.</td>
</tr>
</tbody>
</table>

Table 2.4. Five stage adoption process Diffusion of Innovations (Rogers, 2003).
The second process draws from an understanding of users as social entities under the descriptor ‘domestication of technology’ (Table 2.5). It is considered more applicable to older users (Renaud & van Biljon, 2008) because it allows for rejection (in addition to acceptance and non-acceptance) under a range of socially contextual variables (Silverstone & Hadden, 1996).

Table 2.5. Domestication of technology adoption process (Silverstone et al, 1996)

<table>
<thead>
<tr>
<th>Dimension</th>
<th>Description</th>
<th>Themes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Appropriation</td>
<td>Process of possession or ownership of the innovation</td>
<td>Motivation to buy a product</td>
</tr>
<tr>
<td>Objectification</td>
<td>Process of determining roles the product will play</td>
<td>Meaning of a technology</td>
</tr>
<tr>
<td>Incorporation</td>
<td>Process of interacting with a product</td>
<td>Difficulties in using a product (usability problems) Learning the process (instruction manual)</td>
</tr>
<tr>
<td>Conversion</td>
<td>Process of converting technology to intended feature use or interaction</td>
<td>Unintended use of product features. Unintended way of user interaction, Wishes for future products</td>
</tr>
</tbody>
</table>

The STAM model incorporates a number of seniors’ adult contexts in terms of social influence. Use of a mobile phone for example, might be different if the phone needs were critical to services such as emergency and health support as opposed to commonplace communications (Lee, 2007). Older people would have a different set of values towards the notion of communications and safety than others general age groups (Renaud & van Biljon, 2008). The social context is reasoned as significant in STAM because as people enter into senior citizenship their activities and involvement with others goes into decline (Levasseur, Richard, Gauvin, & Raymond, 2010).

STAM is similar to UTAUT insomuch as they both omit attitude as a determinant of distrust, influence, and technology rejection (Renaud & van Biljon, 2008). In a study of older people’s acceptance of mobile phone technology, those participants who were dissatisfied with the ease of use of their phone still cited their intention to use the phone, because the context-based social influences were too strong to be offset by a phone that was difficult to use. Renaud and van Biljon (2008) claim that the area of strongest impact was phone usage. It led to the eventual acceptance of the innovation.
(Renaud & van Biljon, 2008), however it did not clearly establish that the usage equated to trust under these conditions. STAM provides a clearer understanding of the process from adoption to acceptance, however the model does not specifically account for ongoing trust and mistrust (Figure 2.22). It assumes that once accepted through continued usage that the innovation is trusted.

![Senior Technology Acceptance and Adoption Model (STAM)](image-url)

*Figure 2.22. Senior Technology Acceptance and Adoption Model (STAM)*
2.8 Summary of conclusions from the literature

By focusing on the literature that responded to trust, ICT innovation challenges, and older people, and by using a systematic approach to drill down to specific areas a clear picture emerges about the literature on ICT trust, and on the particular areas where there are gaps, confusion, and contestation of ideas (Figure 2.23).

Figure 2.23. Specific areas of the literature that inform and influence the study
The literature consistently demonstrates that older people have been reluctant to embrace new ICT innovations, and specifically that there is hesitation to engage in activities of financial risk such as online and mobile internet banking. In part the hesitation is discussed as a fear of technology, yet there are also discourses that cover the fear of losing money. As a result, there are two sets of considerations that the literature supports.

The rapid speed with which some ICT innovations spread is attractive to early adopters of technology who are sufficiently fluent in the use of banking technology that they are active and optimistic in their interactions. Older people fall into the other end of the adoption spectrum, being late to adopt (if ever) and struggling with the use of banking technology. The differences are described as stark in their contrast, and older people carry stereotype classifications such as low ICT understanding, aging ICT equipment, low internet communication skills, and a longing to engage in online banking transactions that incorporate human contact rather than automated responses and guidance.

Older people are also reluctant in scenarios where the use of the technology is either imposed or mandated. Older people do not correlate ICT usage with trust. They are fearful of imposed scenarios and often feel obliged to use technology such as internet banking because of a sense of obligation, or as a way of maintaining the perception that they are knowledgeable about technology use. The literature indicates that there is a need to develop relationships and cultural understanding of technologies, their vendors, and the need to socialise and synthesize ideas amongst their communities before deciding to adopt or use a banking technology.

The literature reveals that older people are targeted for cyber-crime, and that this adds to the already high-level concern of older citizens who do not wish to be taken advantage of by an online interaction. Many older people clearly voice the desire for banking in person, with face to face interactions with bank staff. Older people hold a range of view about banking safety, including that they see themselves as more vulnerable than others. Older people make the distinction between their ability to recognise deception and fraud when meeting people face to face, as opposed to placing a belief in an online system that will prevent them from having a human conversation, or of socializing ideas with
others. Older people hold a general mistrust of the Internet, and this mistrust probably carries across into the specific area of financial banking.

Older people hesitate to use online banking because there is a significant cost to using such a system. This possibly includes the need to purchase a computer, printer and paper, whilst coping with other additional needs such as the cost of training (both in time and money), and the ongoing nature of using technology. Many older people face difficulty in understanding software upgrades, new hardware, and in making informed choices about the right equipment or products to buy. Some cite a problem with accessibility issues. A conclusion from the literature reviewed might be that there is wide-ranging difficulty with seeing and using technology. Some older people have switched to tablet computers, yet still experience difficulty with technology in the form of online forms, access to logins, and stable systems that operate in Wi-Fi mode.

The literature also indicates that older people do not trust online technology. In particular, they find that those systems that are mandatory to use, as well as those which have been imposed, are difficult to trust. Online systems are also difficult for seniors, because older people place greater trust in people than machinery. Internet banking is, for some, a difficult exercise without the two-way relationship that can be experienced in a face to face banking sense.

The literature also looks at a wide range of adoption and usage models. Whilst the technology acceptance models, the diffusion models, and all of their associated spin-offs are widely cited as indicative of usage-based trust, there is a consistent layer of writing that points to difficulties with imposed or mandated technology use, as well as the need for better online safety and security.

Each of the individual concerns that the literature raises up as barriers to trust and usage are associated with variables that reduce the expectation of technology usage and trust. These variables should not be seen as stand-alone challenges, but as part of a much larger, incomplete understanding of the need for trust by older people in the area of online banking. They are best addressed both physically and socially as required for older people to accept the social fabric of their online community and to understand the need for a culture awareness, socialisation, and integration with online internet banking.
In a more general sense, the review of the literature has revealed the way in which Information Communication Technology has been dispersed in terms of diffusion, acceptance, usage and trust. The literature suggests that usage of ICTs does not imply trust of ICTs. There are a range of evolved models of technology diffusion and acceptance, yet no singular model or theory adequately explains the association between ICT usage and ICT trust. In particular, there is a paucity of information that explains the relationship between trust and ICT usage when that usage is either mandated or imposed. In general, the literature is premised upon the assumption that ICT trust and usage is inevitable in any and all scenarios and that resistance or rejection of ICTs is characteristic of people who are either late adopters or are uninformed. The literature rarely offers an explanation that allows for people to choose or not choose to use ICT. There is the expectation that ICTs will be used and trusted.

A range of theories of technology acceptance and usage are discussed. Whilst these theories do not represent an exhaustive list they are representative of the dominant thinking regarding technology acceptance and evolution, as well as trusted acceptance. Many of the discussions are formulated around early adopters, rates of adoption, and spread of diffusion. Very little of these discussions focuses on late adopters. Almost none of the literature considers ICT from a non-adoption perspective. Technology acceptance is deemed as inevitable and rejecters of technology are rarely included in acceptance discussions.

This expectation of unavoidability extends to older citizens. The literature also indicates the significant disadvantage that older people experience in terms of likely targeting and exploitation of seniors over other members of the ICT community. Older people are easy prey for cyber criminals. They represent “low hanging fruit” in terms of likely targeting by crime and business who might seek to take advantage of the gullibility, naivety and trustfulness of people whose acceptance of ICT is predicated on perceived needs.

The TAM literature dominates the literature on technology acceptance with its two main elements of perceived ease of use (PEOU) and perceived usefulness (PU). Davis’s persistent relation of how easy and unproblematic a given ICT might be by measuring PEOU forms one of the more consistently difficult elements in reconciling late adopter older citizens in terms of ICT usage and trust.
Together with the Theory of Reasoned Action (TRA) literature, the Technology Acceptance literature struggles to properly integrate normalised beliefs, subjective norms, and other variables where a ‘false consensus’ can introduce too great an influence on what is normative. The foundation of these norms is overly determined by early adopters, and there is little incorporation of perceived normative beliefs from late adopters. A similar problem falls onto PU and PEOU with the various TAM iterations.

The literature also illustrates that the concept of trust (in relation to technology acceptance) is not well articulated. Later models of TAM and UTAUT attempt to incorporate more fine-tuned variables. These include variables such as anxiety, social influence, and age, as these more accurately associate with notions of trust. The most attractive acceptance model that came from the literature review was STAM, (Seniors TAM) with its three stage model that not only looks at perceived usefulness but also aimed to describe the confirmation of usefulness. STAM is also one of the few models that allows for ICT to be rejected. Most TAM and Technology models are based on the assumption that everyone will accept ICTs and that older people who are late adopters will simply take more time. However, the models are still inadequate to properly incorporate mandated, imposed and voluntary differences when understanding the connection between technology usage and trust.

The literature on security provides a clear picture of the specific areas of vulnerability and risk that befall older people. The main areas are banking and financial interactions online, and the control and identity of people and their information in digital form. The literature on older people describes the specific targeted areas where seniors are most at risk. This allows for a clearer representation about ICT trust from a security perspective. Issues relating to money, privacy and identity are slightly easier (less esoteric) to reconcile in the minds of later adopters of technology. Older people have difficulty grasping concepts that exist only in a virtual form. Issues such as security, privacy, risk, theft, and disclosure are more closely aligned with real-world manifestations that connect with trust. It is easier for a novice ICT senior citizen to mistrust a digital system, application, or program than it is to trust an ICT environment where the need and usage, and their consequences, are not well understood. As older citizens’ numbers
increase against a backdrop of ICT ubiquity, the need for better acceptance modelling for trusted use of
ICTs by older people who are ICT late adopters becomes greatly amplified.

2.8.1 Defining the problem

The literature prompts the need for further inquiry into establishing the nature of trust for older
people who use the Internet. It asks for inquiry about the way in which online interactions are used in
mandated and imposed scenarios, yet trust is not always forthcoming from such enforced ICT usage.
The literature reveals a gap in terms of the trusted usage and acceptance of technology under mandatory
conditions. In particular, literature about technology choices by older people indicates higher levels of
risk, potential vulnerabilities, and increased likelihood of financial and social difficulties for older
people as they attempt to interact securely and safely with new technology.

By asking whether older people’s trust in technology is diminished in cases where the
technology or system is mandated (Hypothesis 1), a better understanding of technology usage and
acceptance might be possible, enabling older people to grow and renew trusted interactions with
technology. The benefits are widespread. They include financial security, health security, improved
social welfare provisioning, and greater engagement with government services. Older people will
interact and intermingle with all levels of social society if they are able to trust technology in an even-
headed, equitable manner.

Further, by examining whether older people who are novices at ICTs are at risk through poor
technology choices and a distrust in new innovations, it will be possible to understand, shape and
regulate the environments in which older people make decisions based on coercion, fear, and
unsubstantiated information.

By asking the question: “What affects the way older people make informed decisions about
trust in ICT innovations that involve imposed or mandated online financial interactions?” this research
will create a set of understandings that can be used to inform banks, governments, and policy makers
with a view to providing technology that can be used and accepted by all of society (including older
people).
The literature is clear in revealing that older people make unorthodox, unusual, and restricted choices about technology usage and acceptance. By understanding the nature of trust and acceptance of technology where its usage is either imposed or mandatory, research based on these literature gaps may prove helpful to reducing cyber-crime, financial stress, and social upheaval.

2.8.1.1 Summary of the problem to be investigated

The combination of uncertainties in usage, coupled with the rapid pace with which ICT technology is changing (Liao & Cheung, 2003; Grguric, 2012), creates an environment where older people commit to trusting people and systems involving ICTs that they otherwise might forego (Keat & Mohan, 2004; Morris et al., 2007). The impact of online crime acts as a multiplier of disadvantage to older people (Carlson, 2006; Mouallem, 2002). Older people are targeted more than other individuals for online activity as they represent comparatively easy prey for low-level attacks on security including phishing, social engineering, and password hacking (Chakraborty, R., Sankaranarayanan, & Upadhyaya, 2008; Cook et al., 2011a). Older people are more targeted by criminals for these types of online vulnerabilities than other age groups (Grimes, Hough, Mazur, & Signorella, 2010). Increasing numbers of financial activities require online ICT usage and trust (Charness & Boot, 2009). Thus older people may feel the need to engage in online financial activities whilst online financial providers (such as banks) who promote online technology are widening the interpersonal distance between themselves and their older customers who can exacerbate distrust (Benamati & Serva, 2007).

The literature shows that the key issues that inform this study into trust and mandation of the use of financial ICTs can be viewed through five ‘lenses’. The actions of people are linked to what they perceive in terms of trust. People will act in accordance with what seems appropriate, except when they are coerced of required to follow an action for an external reason. The differences between the way some people trust ICTs and others do not are connected to issues of information, knowledge and perceptions about what can be trusted. The concepts of trust are complex and subjective. These are related to the ideas of others, and relate to previously established norms. The opinions and beliefs of older people are influenced by a variety of sources, but in particular by the human exchanges with peers and those in authority. Processes and abilities are an important 5th mens because they relate to the
capabilities of older people in learning about the relatively new area of ICT usage, and connect with the ability to be trained so as to maximise the use of ICTs within a trusted financial environment. These five lenses are discussed throughout the literature and are important considerations for this study.

Whilst older people exhibit wisdom and judgement across a wide range of life experiences, they are comparatively novice in matters of ICT usage (Blake, 1998; Byrne & Staehr, 2006; Manoim, 2011). Older people living in relative isolation from others are over-trusting of criminals. One benefit of the use of ICTs by seniors is the ability to decrease the feeling of isolation by engaging in online activities (Morrell, Mayhorn, & Echt, 2004). However, as a cohort they are said to “still carry the values of a past society, when people helped and trusted each other” (Jonson, 2003). Technology and the use of ICT by older citizens endure the stigma of pejorative sentiment towards late adopters of technology (Chesters et al., 2013; Rogers, Mayhorn, & Fisk, 2004). In this sense, perceptions are important because they will precede usage and acceptance. In many cases the perception that an ICT innovation is not trustworthy may drive the decision not to use that innovation. In situations where the acceptance of technology requires a holistic and complex understanding of the innovation and its associated usage, risks, and consequences, an older person may rely on the perceptions of their peers. Technology acceptance is most commonly modelled in terms of perceptions rather than actual usage (Venkatesh, 2000).
CHAPTER 3  RESEARCH APPROACH AND DESIGN

As a prelude to the discussion on methodology, it is necessary to firstly discuss the viewpoint of the researcher in the form of a guiding paradigm (Cohen, Manion, and Morrison, 2007). Such guidance steers the research in terms of the decisions and directions (Whitehead and McNiff, 2006). Guba, (1990) suggests that the determination of the research paradigm requires an understanding and characterisation of the ontology (a view of what is reality), the epistemology (a view of how something comes to be known and accepted), and then the methodology (a view of how the study should go about finding out the things it discovers and how it makes sense of them).

![Figure 3.1](image)

**Figure 3.1** A continuum of methodological approaches to the study of trust and technology relationships

### 3.1 Methodology, Ontology and Epistemology

Whilst action research is the methodology of choice for this study, there is a need to describe both qualitative and quantitative research more broadly in order to understand how action research, (and not other methodologies) is the most suitable structure to steer the research forward. A research investigation is a system designed to acquire knowledge in order to advance and develop the quality of life (Cohen et al., 2008). The two overarching forms of inquiry are qualitative and quantitative research,
however the interpretive requirements of this study make the choice of a qualitative approach an important consideration.

Quantitative research centres on examining human truth and certainty by means of an organised and logical measurement. It uses the scrutiny of defined variables, and considers elements within controlled environments that are measured in terms of reliability and constancy (Somekh and Lewin, 2005). The process takes an evidence-based approach with the purpose of detailing its results and conclusions in measurable, often numerically precise and statistically ordered terms (Cohen et al., 2007).

In contrast, qualitative research aims to explore an intimate appreciation of a given phenomenon, within specific circumstances (Grbich, 1999; Pring, 2000). According to Denzin and Lincoln (1998) “qualitative researchers study things in their natural settings, attempting to make sense of, or to interpret phenomena in terms of the meanings people bring back to them”. These examinations are more focussed in acquiring rich descriptions of individual perspectives. They offer functional and practical ways of understanding how social experience is shaped and assigned purpose and meaning.

Qualitative and quantitative methodologies have various differences and similarities. Cresswell’s (2005) definition is instructive in understanding their aspects:

“Quantitative research is a type of educational research in which the researcher decides what to study, asks specific, narrow questions, collects numeric (numbered) data from participants, analyses these numbers using statistics, and conducts the inquiry in an unbiased, objective manner. Qualitative research is a type of educational research in which the researcher relies on the views of participants, asks broad general questions, collects data (consisting largely of words or text) from participants, describes and analyses these words for themes, and conducts the inquiry in a subjective, biased manner.” (p. 39)

Qualitative and quantitative researchers take different positions in relation to social reality. They agree to accept that there is a real world, and that there is a physical reality that exists independent of our interpretations and observations. Both camps accept that this world holds a variety of properties which are of significance to scientists. From this baseline, research can be understood to take place at
different points upon a continuum (Figure 3.1) from quantitative to qualitative research (Cresswell, 2009; Cohen et al, 2007)

3.1.1 Ontology and Epistemology

This study leans towards a relativist position in terms of ontology. It is generally accepted that knowledge can be influenced by the social realities of the time, and “as such” is favoured by individual human interpretations (O’Leary, 2010). Understandings of knowledge are further swayed by values and ideals, and the societal authenticity and validity, that are created through interaction and participation (Checkland and Poulter, 2010; Bell, 2011). The epistemology is steered subjectively in this view of the world. In this study, knowledge is treated as a construct that is deduced and examined by individual interactions. The methodology that connects best with these ontological and epistemological positions is one that is interpretive, where the researcher gains insight from an analysis of perceptions within the specific setting that represents the location of research significance. Atkins and Wallace (2012) posit that interpretivist studies enable the researcher to understand the context of the specific details and to then improve the situation by means of practical and authentic interventions and involvements.

Choosing a suitable methodology for this research is a contested endeavour, since there are several variables that are indicative of a subjective, and at least partially prejudiced or preconceived set of ideas and resources. (Cresswell, 2009; Morse, 1994; Kumar, 2011). The researcher must develop research questions and must use the skills at his or her disposal that are based upon prior experiences, an understanding of what might be possible, and a belief in the capability to conduct research (Walsham, 1995).

In this research, a methodology based upon action research was favoured, because it allowed the researcher to investigate, experience, and contribute to a progression of research-based activities that formed the basis of both interpretive and informative endeavour (Hopkins, 1985; Cohen et al., 2007). The rationale that forms the basis of this methodological choice explains the framework that has been chosen. Given that the ontological and epistemological positions of the researcher are relativist and interpretive, the choice of methodology is for one that has a stronger orientation towards qualitative
research than quantitative research. The problematic challenge to examine the decision-making of older people in their trust of mandatory and imposed technologies requires a methodology that can unpack subtleties, differences, and complexities within a disordered environment (Checkland and Poulter, 2009; Dick, Passfield, and Wildman, 1995).

There are many different approaches to a study of this type, and the process of establishing an approach required the consideration of a number of different views from the literature. From the work of several authors in the field of research methods, notably Galliers (1992), Dick (1993), and O’Leary (2010), an explanation of the research approach considerations is described here (Table 3.1).

The more empirical methodologies show three types to be of significance in a study examining trust and technology relationships. Longitudinal, Cross-sectional, and Trend Studies are all well regarded methodologies but are all constrained by their inability to incorporate interpretive observations in complex and disordered situations. The importance of differing beliefs and the need to identify and examine subjective norms, makes those methods at the positivist side of the methodology continuum less appealing to the needs of this type of study.

The less empirical methodologies are best represented to examine trust and technology relationships through Action Research, Soft Systems, or Phenomenological studies. These methodologies are more interpretive than empirical, although phenomenological studies can include empirical observations if they suit other perception-based observations. Phenomenology is the least suitable for an examination of trust-relationships because it relies on perceptions of empathy and includes intersubjective elements, which can be misleading and can rely heavily upon the bias of the individual researcher or research team. Having eliminated Phenomenology as a possible methodology, the two preferred remaining methodologies are Action Research and Soft Systems Methodology. They are preferred because they both allow for a divergent set of views to be examined, using complex situations, where there is a need for a close examination of a rich rather than a large data set.
Table 3.1 A Description of Methodologies suited to a study of trust and technology relationships.

<table>
<thead>
<tr>
<th>Method</th>
<th>Approach</th>
<th>Limitations</th>
</tr>
</thead>
<tbody>
<tr>
<td>Longitudinal</td>
<td>Data collected over a long period of time involving repeated observations of the same variables. They observe the state of the world without attempting to change or manipulate it. It aims to achieve correlational findings.</td>
<td>It is argued that longitudinal studies have less power to detect causal relationships than other methods.</td>
</tr>
<tr>
<td>Cross Sectional</td>
<td>Cross-sectional studies use cross-sectional regression in order to understand the presence, and the scale, of causal effects. They typically measure the effect of one or more independent variables on a dependent variable at a given point in time. They can describe odds ratios, prevalent, and relative risks.</td>
<td>Where multiple factors are in play, cross-sectional studies are often unable to identify which variable is the cause and which is the effect.</td>
</tr>
<tr>
<td>Trend Studies</td>
<td>Trend studies are aimed at collecting data in order to identify a trend, pattern or inclination towards one element over another. It is highly used where the statistical measurement of quantitative data allows for a discovery. It uses regression analysis to identify the relationships between dependent and independent variables</td>
<td>When measuring small effects or inquiring into the identification of causality, trend studies can give misleading results.</td>
</tr>
<tr>
<td>Action Research</td>
<td>Describes rich data from within an environment. Includes intervention and reflection components. Uses a real-world setting and iterative cycles to include action, reflection, and participation</td>
<td>Interpretations remain criticised for subjectivity. Lack of control of variables. Findings may not accurately translate on broader terms.</td>
</tr>
<tr>
<td>Soft Systems</td>
<td>Uses systems thinking to identify complex problems – especially where there are divergent views about what the problem(s) may be. It can be useful in complex problems.</td>
<td>Soft systems are limited because they require participants to adapt to an overall approach. In instances where the scope is narrowed at an early stage, they can give misleading results. For the richest results – SSM requires the imposition of a specific structure. In some instances, describes as “the cure is worse than the cause”.</td>
</tr>
<tr>
<td>Phenomenology</td>
<td>Aims to obtain interpretive and descriptive data to explain connections between beliefs, norms, preconceptions, and the social situations in which they occur. It relies heavily upon judgements, perceptions and emotions. The process sometimes overlooks traditional data in preference on relying on the value of reflections and the conscious experience</td>
<td>The interpretive nature of this method is criticised for researcher bias and the inability to exclude other explanations. By overlooking some traditional data in favour of perceptions, phenomenology receives criticism for throwing aside important considerations rather than attempting to combine various different elements that may be found in the process of discovery.</td>
</tr>
</tbody>
</table>

3.1.2 Action Research or Soft System Methodology?

Of the methodologies under consideration the two that were suggested by the research literature to have the best fit were Action Research (AR) and Soft Systems Methodology (SSM). This section explains why AR was used in preference to SSM. Both approaches provide an ordered way of engaging in observed problematical societal conditions (Checkland and Poulter, 2010; Wilson and Van Haperen, 2015). Both have an ordered system of thinking about such situations so that action can be undertaken
in order to bring about change and improvement (Checkland and Poulter, 2010; Wilson and Van Haperen, 2015). Equally AR and SSM recognise the complexity of social situations, and both acknowledge the existence of different views with different people and within different places. They both operate from an assumption of many different world views, and they both take into consideration the added challenge that for many people such views can be fixed from their own viewpoint. Both AR and SSM understand the value of purposeful endeavour, so as to bring about change through action based on a sense of purpose. The criticism that is well documented in the literature about Soft Systems is in the application of an “all in” agreement by participants as to the systems solution (Wilson and Van Haperen, 2015). This can be problematic in complex situations, and is an unrealistic expectation given the rich and varied nature of older people and their interactions with technology (Ivanov, 1991; Checkland and Poulter, 2010). Furthermore, this study specifically examines the problematic nature of mandatory or imposed technology use by older people. Thus the notion of a participatory acceptance of a systems solution makes Soft System Methodology an unlikely candidate for the best approach to this study (Ivanov, 1991; Wilson and Van Haperen, 2015).

By adopting action research as a method of inquiry the researcher is using a method that is well suited to professional and personal dimensions where there are issues of choice (Noffke, 1997; Atkins and Wallace, 2012). It allows for an examination of existing practices that might be bound by regulatory and social elements that can be problematic in terms of the rapid change that often impacts upon access and social justice matters. Cohen et al. (2008) suggest that action research is an appropriate method where there is a need to adopt a novel system for understanding different new ways of learning, deciding and professional development. The methodology has a wider inclusion of factors such as hierarchy, experience, and other delineations that are sometimes masked in other formats (Grundy, 1995; McNiff, 2013).

3.1.3 Determining the appropriate approach

Action Research was determined to be an applicable approach to explore the topic, after the completion of an analysis of possible methodologies. Action research is a broad church of inquiry that allows an open-minded approach to what is the representative data, and which elements represent
compelling evidence (Cohen, Manion and Morrison, 2007). It permits a wide scope of evidence that includes accumulating and analysing findings, responses and reflections about what is taking place (Gergen, 1999; Holstein and Gubrium, 2008).

Action research is considered to be a potent instrument for the improvement of groups who are disadvantaged in areas of learning, training, access, prejudice, socialisation and quality of life (Lewin, 1946). It is particularly useful in areas where there is a social problem where there is an existing awareness of a problem, and an accepted need to change something in order to improve the consequences of that problem (Kemmis and McTaggart, 1988; McNiff, 2013). Action research allows for the development of a rich theory that incorporates formal research, knowledge from practitioners and users, and in-depth reflection upon those elements (Richardson, 1994). The emphasis of action research is upon advancing the quality of the action within the frame of inquiry (Elliott, 1991).

By adopting action research as a method of inquiry the researcher is using a method that is well suited to professional and personal dimensions where there are issues of choice (Noffke, 1997; Atkins and Wallace, 2012). It allows for an examination of existing practices that might be bound by regulatory and social elements that can be problematic in terms of the rapid change that often impacts upon access and social justice matters. Cohen et al. (2008) suggest that action research is an appropriate method where there is a need to adopt a novel system for understanding different new ways of learning, deciding and professional development. The methodology has a wider inclusion of factors such as hierarchy, experience, and other delineations that are sometimes masked in other formats (Grundy, 1995; McNiff, 2013).

3.1.4 Background to the methodology

Research of this kind (Action Research) can be embarked upon both collaboratively and through participative action (Koshy, 2009). The research is situation-based and context specific (Atkins and Wallace, 2012). The research allows for the development of reflections based on interpretations made by the participants (Zuber-Skerritt, 1996). This results in knowledge that can be applied to solve a problem, and to improve an existing set of practices that call for change (McNiff, 2013).
Within the action research collective, the emancipatory strain of action research is strongly coupled with many of the professional objectives and products of this study. Grundy (1987) suggests that emancipatory action research can assist participants to better understand structural and interpersonal constraints that in many cases prevent them from interacting freely and with fewer limitations. These limitations are often barriers to the development of technology learning when practices are enacted without a more balanced sense of autonomy, social justice, and self-determination (Grundy, 1987; Giroux, 1986). The emancipatory style of action research centres on constructing a system of meaning in order to guide a process that collects information from a variety of different sources, makes sense of the data, and adopting a purpose of setting free the participants by means of praxis-based solutions (see Table 3.2) (Kincheloe, 2003).

Table 3.2 Emancipatory Action Research (Kincheloe, 2003)

<table>
<thead>
<tr>
<th>Steps for Emancipatory Action Research</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Constructing a system of meaning</td>
</tr>
<tr>
<td>2. Understanding dominant research methods and their effects</td>
</tr>
<tr>
<td>3. Selecting what to study</td>
</tr>
<tr>
<td>4. Acquiring a variety of research strategies</td>
</tr>
<tr>
<td>5. Making sense of information collected</td>
</tr>
<tr>
<td>6. Gaining awareness of the tacit theories and assumptions which guide practice</td>
</tr>
<tr>
<td>7. Viewing teaching as an emancipatory, praxis-based act.</td>
</tr>
</tbody>
</table>

The process of creating praxis-based solutions is galvanised by the addition of reflection (Cohen et al., 2007). Reflections allow the researcher to make sense of a variety of data sources and to incorporate elements such as group cultures, language and discourse, social structures, and behaviours, actions, and practices (Kemmis and Taggart, 1992, McNiff, 2002). They aim to give groups the ability to take control over their lives by promoting appropriate change that is based upon research strategies that challenge and question given value systems (Habermas, 1987; Giroux, 1986). The literature on older people’s acceptance and trusted use of technology suggests that mandatory and imposed practices withdraw many elements of choice (Charness and Boot, 2009, McMillan, Avery, and Macias, 2008).
Thus in a general ideological sense the inborn endeavour to develop emancipation is aligned with Lewin’s (1946) view of a critical praxis that evolved cooperation and reduced exploitation.

Since Action research has a broadened set of inclusions, some scholars tend to describe what the process does not involve rather than stating what it is. Kemmis and McTaggart (1992) explain that their view of action research thinking and reflection is not analogous with the normal everyday thinking that everyone does. Instead it is a systematic process that collects evidence so that reflections are exacting and meticulous in their detail. They state that action research is more than simply problem solving, but rather it is a problem that also identifies and poses problems in addition to unravelling them. Furthermore, there is greater emphasis on understanding within contexts, and prescribing alterations that incorporate changes to values and beliefs, and transformations of theories and practices (Noffke and Zeichner, 1987).

This chapter has so far described the methodological background that has been used in this research. It outlines the processes that were arranged for a qualitative approach of this kind. There is an explanation of the interpretive research methods that have been chosen, which forms the rationalization for the manner in which the data and evidence have been accumulated.

This research draws its methodological characteristics from what Winter (1996) describes as the six key principles of action research (Table 3.3). These principles are woven into the approach taken for this study.

Table 3.3 Principles of Action Research (Winter, 1996)

<table>
<thead>
<tr>
<th>Principle</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Reflexive Critique</td>
<td>The practice of becoming conscious of our own perceived predispositions</td>
</tr>
<tr>
<td>Dialectical Critique</td>
<td>Observing and perceiving the associations and interactions between the components that comprise different phenomena in a given context</td>
</tr>
<tr>
<td>Collaboration</td>
<td>The inclusion of all views and ideas as a standard for understanding a given situation</td>
</tr>
<tr>
<td>Risking Disturbance</td>
<td>Subjecting those processes and ideas that are taken for granted and offering them for evaluation and analysis</td>
</tr>
<tr>
<td>Creating Plural Structures</td>
<td>Developing various explanations and analyses, instead of a single commanding version</td>
</tr>
<tr>
<td>Theory and Practice Internalised</td>
<td>Seeing theory and practice as two mutually supporting yet corresponding segments of the transformational process</td>
</tr>
</tbody>
</table>
The process is inclusive, allowing the researcher to be genuinely inquisitive as part of the thorough analysis and reflection of information. Action research involves comparing a range of conditions and effects by means of a spiral of steps, incorporating reflection over iterations so as to compose a circle of planning, action and fact-finding that is derived from an evaluation and contrast of the elements examined (Atkins and Wallace, 2012). Action research has as a central purpose the objective of solving a specific problem and providing a framework or a set of guidelines that assist in the pursuit of better practice (Denscombe, 2010). It can focus upon actions taken that are set against a reflective understanding of those actions (Reason and Bradbury, 2007; Atkins and Wallace, 2012). In this sense it is an appropriate method for improving the actions of certain groups and cohorts that could provide the guidelines for large-scale change (McNiff and Whitehead, 2005). It is described as a research style that aims to bridge the gap between research and practice by means of training and education (James, 1988; Stenhouse, 1979; Somekh, 1993).

Much of the literature on action research is heavily tailored towards a teaching and learning setting (Kemmis and McTaggart, 1992). The word classroom is often used to discuss the virtual environment that surrounds the reflective aspects of the research development (Grundy, 1995). Such descriptors strongly resonate with the idea that older people are looking to resolve their technology-based trust and choice issues by means of an educational vessel that allows for existing life experiences to integrate with technology-driven changes (Crane, 2014). Action research is therefore an appropriate framework to deal with specific concerns that are acknowledged by local people, to amend customs, and to utilize those changes to decipher problems (Goff, 2007; Crane, 2006; Reason and Bradbury, 2007).

3.2 The rationale for selecting Action Research as an appropriate methodology

This chapter has explained a process by which research methodologies were initially considered because of their appearance in the literature. Factors included their previous use in other studies that had connections with trust and technology usage, and their suitability to studies relating to technology change and cultural and behavioural variables. From this initial process six methodologies have been
discussed, allowing for an understanding of the comparative features of methodologies from both the quantitative and the qualitative ends of the research methodology spectrum.

The process was further distilled and in so doing it identified two methodologies: Action Research and Soft Systems as potential approaches to the research. Finally, Action Research was chosen because of its suitability to the discovery of a rich set of data, and an iterative and reflective set of cyclical processes that incorporate real world situations, reflective and participative contributions, and a high likelihood of a set of outcomes that are practical, applied, and relevant. Action Research has been described as not one methodology, but more like an assemblage of methodologies that sets about to invoke transformation, accomplishment, understanding and knowledge in a single package of discovery (Dick, 1999; Checkland and Poulter, 2010).
3.3 Research method

Choosing to use a design method which incorporates an interpretive style meant that the data obtained from interviews would allow for an iterative and reflective engagement with the data collection and analysis. By using a qualitative design approach based on action research, it is possible to gain an understanding of the processes and decision-making of older people who establish or reject trust in ICTs. This research serves to reveal conjectural and pragmatic perspectives for establishing ICT-trust under mandatory or imposed conditions.

This section explains the use of cyclical research whereby each cycle is based upon planning, action and critical review. This cyclical approach takes time iteratively to observe, reflect, and analyse each undertaken step before proceeding to the next step (see Figure 3.2). By using additional observation and reflection processes it is possible to realize and to bring to the surface any discrepancy and differences occur, and using those inconsistencies to shape and inform the research (Wadsworth, 2006). In this way, new ideas that are recognised can be further explored in each new iteration, as well as with each new action research cycle. Multiple iterations including observations, reflections, and analysis are performed in each of the three action research cycles (see Figure 3.2). The design method incorporated a systematic literature review, a set of semi-structured interview questions, a system of data analysis that incorporated both hypothesis-driven analysis and content-driven analysis, and a case-study comparison. A description of the method is given here.

The literature review focused on five main areas of discovery. They were cyber security, volition and choice, gerontechnology, technology acceptance, and trust and governance. From the review of the different literatures a set of interview questions, as well a set of hypothetical examples were created.

3.3.1 Sample strategy

Participants were selected from a purposive target sample of clubs and associations who represented the interests of older people. The target group were all over the age of 60, and no longer full-time employed. Four associations each announced that there was a request for participants, and
people came forward citing an interest in involvement. These initial volunteers were used as informants within the associations to identify others who would qualify for the research. Participants were asked to volunteer if they thought of themselves as novice users of ICT. By using this snowballing technique from four associations, three hundred and twenty (320) names were listed and the names were randomised using the RAND random number function built into Microsoft Excel. Systematic sampling was used to select participants from the list with every tenth random number providing a participant for the sample. A total of thirty-two participants were drawn for interviewing. The sample size of 32 made allowances for redundancy, with the final number of participants being reduced to 28 after four respondents revealed high-level knowledge and understanding of ICTs.

3.3.2 Interviews

A total of 45 interview questions were prepared, as well as 12 specialist scenario propositions to consider. This was broken into 4 sections of interview questions and 1 section focusing on specialist scenario propositions. The interview questions consisted of 9 qualifying questions to identify respondents as older people who did not have professional-level ICT skills and who had not undertaken high-level specialised training in the area of online banking or financial management. These were followed by 22 questions focusing on ICT usage, with a specific emphasis on communications, financial circumstances, and where security exploits might occur. The third section of interview questions consisted of 5 questions where respondents were asked to describe trusted ICT interactions, and were expected to respond to questions that informed the way in which they attempted to reconcile their ideas about technology trust. The fourth section asked about conditions where a decision to trust occurred. Respondents were asked to explain their thinking when deciding to either trust or to reject ICT usage. The fifth section did not ask specific interview questions, but instead put forward a range of hypothetical scenarios where trust-based decisions might be involved. The respondents were expected to identify and evaluate propositions along the lines of trust, usage, risk, and change.
Figure 3.2 Design for the Study
The respondents were to be asked to answer questions built upon hypothetical situations, each one depicting an element of either imposed or mandatory ICT interaction. There were twelve hypothetical scenarios requiring response and explanations. The data from the interview questions, as well as the data from the hypothetical questions would then be transcribed, and then coded. The coding was a two stage multi-iterative process. It included both confirmatory (hypothesis-driven) coding as well as exploratory (content-driven coding). These interview data results would be analysed after coding so that a full analysis could be made (Figure 3.2).

This analysis is referred to by Guest, Namey, and Mitchell (2013) as the Confirmatory (or hypothesis-driven) form of analysis. It is characterised by an inductive orientation where many specific codes and categories are predetermined prior to the analysis. (Table 3.4)

Table 3.4 Confirmatory (hypothesis-driven) approach to data analysis

<table>
<thead>
<tr>
<th>Confirmatory (hypothesis-driven)</th>
</tr>
</thead>
<tbody>
<tr>
<td>For example, hypothesizes, “X attributes will be found more often in data from source Y than from source Z”.</td>
</tr>
<tr>
<td>Operates from a deductive orientation</td>
</tr>
<tr>
<td>Specific codes, with analytic categories some of which have been predetermined prior to analysis</td>
</tr>
<tr>
<td>Coding has some predetermined structure</td>
</tr>
<tr>
<td>Codes are generated from hypotheses or borrowed from existing sources</td>
</tr>
<tr>
<td>Previous elements generated from probability sampling</td>
</tr>
</tbody>
</table>

A second form of analysis then follows the first. This analysis is far more reliant upon the content of the transcripts than it was upon previously determined structures and themes. At this stage the coding is done in two ways. The researcher re-codes the main themes using content rather than hypothesis-driven thinking. At the same time, the transcripts are run through the software program NVivo 8 as part of a secondary attempt to employ sense making through common themes and styles (QSR International, 2013).

Thus, the second level of coding allows for richer, and more finely detailed appraisal of the results. It still takes into account the previously undertaken confirmatory coding analysis, but goes
beyond these structures to form new segmentations in what Guest et al., (2013) refer to as *Exploratory* (or content-driven) analysis (Table 3.5)

**Table 3.5 Exploratory (content-driven) approach to data analysis**

<table>
<thead>
<tr>
<th>Exploratory (content-driven)</th>
</tr>
</thead>
<tbody>
<tr>
<td>• For example, asks, “What attributes are observed/identified in sample X?”</td>
</tr>
<tr>
<td>• Operates from an inductive orientation</td>
</tr>
<tr>
<td>• Specific codes and analytic segments are NOT predetermined.</td>
</tr>
<tr>
<td>• Coding is open-ended</td>
</tr>
<tr>
<td>• Codes are derived from the data.</td>
</tr>
<tr>
<td>• Can use either non-probability or probability sampling</td>
</tr>
</tbody>
</table>

From the analysis of the interviews and scenario considerations the data would go through coding and analysing processes to allow for an exploration that included iterations of reflection, observation, and scrutiny. The process is intended to provide multiple iterations of the review and analysis of data to obtain high-level information from a rich data set.

In order to support the analysis in order to make conclusions and inferences, the design includes some validation of the analysis of the data against a set of case studies. This was included in the design so as to compare to interpretations and conclusions against known examples to see if there was commonality that would reveal a stronger acceptance approval of the data results and analyses.

### 3.4 Limitations of Action Research and how they are addressed

All research has limitations (Cohen et al, 2008). Action Research is limited in so much as whilst it recognises the existence of multiple world views, it also acknowledges that different views change “over time” (Checkland and Poulter, 2010). A static set of world views does not suit Action Research, since it opposes the idea of social problems that are fixed to a point in time, and prefers to discover findings by means of qualitative data rather than quantitative numbers. Therefore, the research findings may hold less currency “over time”. By retaining comparison with known trust constructs, the value of the findings will hold value “over time”, irrespective of the changing views towards technology and ICT usage.
Like any non-empirical study, Action Research is limited by the subjective interpretations of the researcher (Wadsworth, 2006). Since there are usually multiple variables, and a range of individual differences, the possibility of subjective bias cannot be excluded from this study. In terms of addressing the subjective nature of the approach, the researcher accepts the action research methodology for what it is, an approach that is inherently designed and structured in order to elicit a subjective perspective that can deliver new understanding in the field of endeavour (Reason and Bradbury, 2007; Zuber-Skerritt and Fletcher, 2007).

Notwithstanding the possibility of bias through subjectivity, strong rigour can be reached through two key elements in the research methodology. In defence of a rigorous AR-based methodology for this research the design includes double loop learning (Argyris, 1991, Zuber-Skerritt and Fletcher, 2007) and an observational and reflexive system of examining and analysing research data (Johns and Burnie, 2013). As earlier described, (see Table 3.2) the use of emancipatory research is designed to allow situations where the existing thinking about the problem should also be critically evaluated. This process, as described in action research (Cohen et al, 2008), uses reflexivity to include both the raw data from the research along with a number of reflections upon the established and existing view of things (Figure 3.3).

![Figure 3.3 Double Loop Learning and the Reflexive Feedback Loop (Argyris, 1991)](image-url)
In this research, reflexivity, and the integration of critical reflections, provides an important cornerstone for an epistemological understanding that evaluates not just the participants of the interviews, but the underlying existing views about technology usage and acceptance. Thus, without the combination of both interview data from active participants, and the ability to challenge and contest an existing expectation placed upon them, an important dimension to the critical analysis of this research proposition can be under-represented (Fisher and Phelps, 2006; Zuber-Skerritt and Fletcher, 2007).

The next chapter discusses an extension to understanding issues of trust and technology. It considers issues about usage, choice, and capability in relation to how trust and technology are affected.
4 CHAPTER 4 TECHNOLOGY AND TRUST-DRIVEN RELATIONSHIPS

The purpose of this chapter is to build on the information drawn from the initial literature review to better understand concepts that will more directly inform the hypothesis in regards to ICT trust, ICT usage, choice, and capability. To do this it looks at what the literature shows to be strong trust-driven relationships.

The literature review in Chapter 2 looked broadly across a range of areas of influence about technology and trusted usage. With specific reference to the research question that asks what affects the way older people make informed decisions about their trust in new ICTs that involve imposed or mandated online financial transactions, the literature identified two main areas. Firstly it showed that older people generally made poor decisions in terms of risk, security, and practices. Secondly it identified gaps and uncertainties about how older people choose (or have difficulty in choosing) how and why they might trust new ICTs.

By examining what reduces trust, and looking more closely at some assumptions that are associated with trust, the emergent gap in the literature is that requires attention is to show that usage does not imply trust. For example, a great deal of the technology acceptance literature is heavily premised on the idea that continued usage “over time” equates to trusted usage. However, different factors other than usage, affect the trusted acceptance to choose and to use ICT technologies. Older people’s ICT usage changes when the ability to choose an ICT is removed, reduced, or influenced. The literature identified many uncertainties in relation to cyber vulnerabilities and the differences between novice ICT users and experienced users. ICT trust and usage choices can be characterised as reactions to perceived risks.

The relationship between technology and its trusted usage underpins this research. The initial review of literature suggests that trusted acceptance of technology comes from usage. However several different ideas emerged alongside the notion that usage creates trust. The first was that older people were disproportionately reluctant to use and accept technology. The second was that despite a series of progressively developed approaches to technology usage, mandatory and imposed interactions failed to gain trusted acceptance. A third element, although not as prominent as the first two, was that technology
practices involving the secure use of systems for financial transactions and daily living, were problematic in terms of online security, ICT capability, and accessibility.

4.1 Misconstructions, and Missing Constructs

The literature was focused upon five main areas of inquiry, and specifically concentrated on behaviours, case studies, incidents, and models that would demonstrate and explain how older people make decisions relating to the secure trusts engagement with technology and ICTs (Figure 4.1). A consistent, recurring exclusion in the literature came from the repeated assumption that new technology usage was better, rather than that many new technology systems were different. Thus in a general sense, it became clearer as to what factors informed the study, and what areas remained fixed on the idea that usage equated as trusted acceptance (Figure 4.1). The studies showed an absence of volition, rejection and imposed considerations.

Figure 4.1 The literature areas showing areas of contest, change, and agreement.
Whilst all five of the areas of the literature revealed information about the general use and acceptance of technologies, very little was revealed about trust where the usage was forcibly imposed required. Where the usage came from voluntary action, the connection to acceptance is stronger than when the usage was undertaken as an imposed or mandated action. Perceived risks, hesitations, security concerns, age-related criteria, and the governance of older people’s technology choices were all identified as emergent factors. The review concluded that trusted acceptance was influenced by perceptions of a variety of challenges. These included financial risk, technical incapacity, apprehension towards non-human systems, cost of computing, criminal superiority, inaccessibility, enforced change, a lack of communication, targeted exploitation, identity manipulation, information misuse, privacy breaches, and many smaller trust uncertainties. The literature pointed to many reflections of a previous era with a significantly more human set of interactions, with less complex systems, less sophisticated criminal activity, and a far smaller reliance on ICT-based interactions.

The choice to use technology is identified as being connected with the trusted acceptance of that technology. Some technology usages are not voluntary. Under normal conditions, acts of volition are characterized by conscious decisions that are purposeful acts of commitment towards a particular intention (Kuhl & Fuhrmann, 1998; Deimann & Bastiaens, 2010). There is a need to distinguish between voluntary ICT usage and mandatory usage, or imposed usage because the literature on older people establishes that there is a problem between their need for trust and their need to interact with ICTs. One significant area of trusted and secure ICT usage occurs in connection with financial interactions for the purpose of banking. Understanding the interplay between usage and trusted acceptance of ICTs in banking helps to inform the critical association between imposed and mandated interactions and trust for older people.

4.2 Refining Trust and ICT variations: a focus on criticality

The connection between usage of ICTs and trust is born out strongly in cases where older people interact with ICTs for financial purposes. Older people show greater concern over finances than younger aged cohorts because once retired they have little opportunity to rebuild or recover from severe financial
loss. The literature revealed eight major areas where trusted acceptance of ICT usage was likely to be negatively affected by mandatory and imposed conditions. Table 4.1 summarizes the eight major areas where mandatory and imposed conditions might reduce the trusted acceptance of ICTs.

Table 4.1 Issues affecting trusted acceptance of ICTs

<table>
<thead>
<tr>
<th>Issues affecting Trusted acceptance of ICTs</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Issues of Diffusion</td>
</tr>
<tr>
<td>(a) ICT emphasis rapid diffusion of ideas (1st to Market)</td>
</tr>
<tr>
<td>(b) New ideas rolled out that exclude Non-ICT options</td>
</tr>
<tr>
<td>(c) Seen as inevitable that users will choose an ICT solution over a non-ICT solution</td>
</tr>
<tr>
<td>2. Issues where Choice is removed</td>
</tr>
<tr>
<td>(a) Enforced and imposed ICT systems force usage before trust is established</td>
</tr>
<tr>
<td>(b) User demotivation to try new technologies where the usage is enforced.</td>
</tr>
<tr>
<td>(c) Reduced / Partial trust in systems that are mandatory</td>
</tr>
<tr>
<td>(d) Cultural differences between digital immigrants (older people) and digital natives reduce expectations of trust.</td>
</tr>
<tr>
<td>(e) Reduced motivation to use systems perceived as complex.</td>
</tr>
<tr>
<td>(f) Reluctance towards digital storage of information (prefer paper systems)</td>
</tr>
<tr>
<td>(g) Reluctance towards cloud storage (prefer physical / tangible ownership and access</td>
</tr>
<tr>
<td>(h) Issues with reliability and responsibility where face to face human contact is removed as an option</td>
</tr>
<tr>
<td>3. Issues where usage does not equate to trust</td>
</tr>
<tr>
<td>(a) Assumption that usage “over time” guarantees trust not accepted where usage is mandatory</td>
</tr>
<tr>
<td>(b) Prevailing norm with older people that tried and tested non-digital systems are less dangerous.</td>
</tr>
<tr>
<td>(c) Choice of system regarded as an important transparency to guarantee trust</td>
</tr>
<tr>
<td>(d) Mandatory usage cannot claim to be trusted without sufficient legitimate power or authority.</td>
</tr>
<tr>
<td>(e) Forced change from one ICT system to another must show transparent due diligence to ensure trusted acceptance</td>
</tr>
<tr>
<td>4. Issues of transition to ICTs from non-ICT usages</td>
</tr>
<tr>
<td>(a) Perceived as difficult by older people who don’t see the need to change when non-ICT systems are working.</td>
</tr>
<tr>
<td>(b) Measureable difficulties by older people in terms of complexities, capabilities (e.g. Physiological age-related challenges)</td>
</tr>
<tr>
<td>5. Issues of forced transition from one ICT to another</td>
</tr>
<tr>
<td>(a) Older people socially conditioned to expect longevity in systems and in hardware components.</td>
</tr>
<tr>
<td>(b) Reluctant and non-trusting towards systems that constantly need to change and update (e.g. retention of OS such as Windows XP)</td>
</tr>
<tr>
<td>(c) Older people associate constant updates and upgrades are signs of immaturity in a system.</td>
</tr>
<tr>
<td>6. Imposed systems and Diminished Trust</td>
</tr>
<tr>
<td>(a) Incentives for early or repeat use, or to coerce a change of system can raise usage levels whilst reducing trusted acceptance.</td>
</tr>
<tr>
<td>(b) Govt-imposed ICT usage in developing communities diminishes trust and seen as an attempt to soften the impact of unfair or unjust ICT obligations.</td>
</tr>
<tr>
<td>(c) Diminished trust occurs when increased complexity in ICT usage occurs – this reduces perceptions of reliability and trusted acceptance.</td>
</tr>
<tr>
<td>7. Human Interactions versus Automation and ICTs</td>
</tr>
<tr>
<td>(a) HI and HCI seen by older people as misaligned / incompatible. Those with little ICT training or experience equate safety and security with the manual processing of things.</td>
</tr>
<tr>
<td>(b) Fear of automated and unrecoverable financial losses using ICTs instead of humans (e.g. Bank Tellers)</td>
</tr>
<tr>
<td>(c) Criticality of finances drives diminished trust in ICTs</td>
</tr>
<tr>
<td>(d) 24hr banking seen by solder people as risky rather than convenient. Inability to call a person if an ICT-related financial problem arises.</td>
</tr>
<tr>
<td>(e) Greater confidence in self-assessment of Human banking capabilities over ICT banking systems</td>
</tr>
<tr>
<td>8. Cost Issues</td>
</tr>
<tr>
<td>(a) Many ICT systems / computers / printers / tablets seen as too expensive to purchase by older users.</td>
</tr>
<tr>
<td>(b) Accessibility issues – poor choices – lack of ICT hardware and product knowledge.</td>
</tr>
<tr>
<td>(c) Lack of personal contact post-purchase – associated with lack of trust in hardware/software</td>
</tr>
<tr>
<td>(d) Digital systems do not allow users to “buy” privacy – lack of product knowledge –once lost, private information in digital form is unrecoverable.</td>
</tr>
<tr>
<td>(e) Additional and Repeated costs for ICT security updates when existing physical security seen as reliable and usable without significant update</td>
</tr>
</tbody>
</table>

In cases where technology is used to access and transact financial assets any limitations on choice of hardware, software or provider greatly reduce the trusted acceptance of that hardware, software, or provider. Critical interactions (such as financial banking) are perceived by older people as
important and “as such” generate greater resolve in terms of their trusted usage and trusted acceptance. Whenever access to choices or options is reduced or taken away because of mandatory ICT usage practices, the trusted acceptance of any new ICT system is also reduced.

4.3 Reflections on trust and mandated, imposed and freely chosen technology

If the trust relationship can be diluted by a mandate for usage, then it is more likely that the trusted security of an innovation is weakened when the usage is mandated (Singh and Morley, 2009). Figure 4.2 provides a visual example of this relationship. Note that this simplified diagram assumes a situation that is ceteris paribus, that is that all other parameters are equal. Thus it does not take into account a situation where a person becomes more aware of a security issue and adapts.

![Diagram of Technology, Trust and Security](image)

As Usage becomes more mandatory, trust in the enforced technology decreases

Figure 4.2 The inverse relationship between Security and Mandated Usage.

The security may be diluted under imposed conditions as well. For example security is perceived as under threat where the usage is imposed. Security and Trust are jointly diluted as interactions with ICTs move from an imposed to a mandated state (See Figure 4.2). In many instance security deliberately imposes conditions on users so as to protect the objects being used. For example, a banking app may force a user to submit to multi-factor authentication in order to establish that a user
is a human and not a scripted botnet. Older people may interpret this additional security authentication as a threat to the system, and will often trigger a response to not use the ICT-based system, but instead to revert to human operators such as banking tellers. These reversions require the ability to choose between one system and another. Thus when security is threatened, and choices are limited, trust is reduced.
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*As Usage becomes more mandatory, trust in the enforced technology decreases*

**Figure 4.3 The inverse relationship between trust and mandated usage.**

This can be explained in several examples.

Where the usage has been mandated by an external authority, then the user may expect that consequences arising out of such trust lie with that authority and not the user (Figure 4.3). Hence the user may not rely on their own set of precautions because they would expect an authority to provide broad systems safeguards. Passwords need not be changed or kept secure where such usage is under mandate. Patches need not be installed, or might be installed in a less than timely manner. The motivation to comply with acute and careful vigilance shifts to a lower level of attention. This instead changes to compliance with the least amount of effort.

Such a shift in effort might not just extend to an expectation of the mandating authority to take ownership of the security, but that expectation might also extend to any mandated system. For example, a user who feels forced to use a technology will believe that the innovation or technology will be
inherently secure, rather than relying on the user (in this case someone who considers themselves as a distant third party) to initiate security-based actions to protect their online security. Similarly, but at the other end of the spectrum, a user of a mandated technology who already knows that their own skills in online usage and security are limited, will normally revert to the more knowledgeable authority (under mandated conditions of usage).

Figure 4.4 describes how one can view technology usage through a lens of mandated usage and free choice. The two types of ICT engagement, (voluntary and mandatory) move in opposite directions to each other. There is no point at which free choice usage and mandated usage intersect.

Figure 4.4 A continuum of trust, voluntariness, and choice.

There are two relationships that should not be confused. The relationship we look for is where we can describe trust and acceptance against voluntariness. Figure 4.5 explains that as technology usage shifts towards a mandated usage, it can be in either a state of trust or distrust.

Technology can be used under both trusted and distrusted conditions, and users can choose or be forced to use.
This may, however, be confused with an acceptance that a new technology is being used (i.e., where there is no free choice (see Figure 4.5). At this point the relationship is not about trust and distrust—it becomes about acceptance and rejection. The relationships surrounding trust seem clear in isolation, but are more accurately considered with the addition of values and beliefs.

Whilst we can consider trust and distrust as two opposite extensions of a graph that considers mandatory usage against voluntary usage, the overall picture is too simplified to provide a useful depiction of the trust and volition relationship. Only once we add additional values, norms and beliefs, can we see that volition runs from the mandatory direction to the free choice direction. At the same time, usage is better explained as usage at one extreme, and non-usage, or rejection at the other (Figure 4.6).

From here we now have a graph that shows us four quadrants that portray volition, usage, and a variety of norms and values as variables that can shift from one quadrant to another. The four quadrants consist of Usage / Mandatory Usage, Usage and Free Choice to Use, Rejection and Mandatory Usage, and Rejection and Free Choice to Use (Figure 4.6). As different norms and beliefs are applied to a given situation, it is possible to understand the expected behavior when the type of usage is understood against the consideration of volition.

In the case of the Usage / Mandatory Usage quadrant, expected behaviors could include Resignation, Surrender, Sacrifice, and Recklessness. These behaviors apply to situations where a person is under the operating conditions where technologies are mandated. In the case of the Usage / Free Choice to Use quadrant, expected behaviors include Trust, Confidence, Reliance, and Dependence. These behaviors apply where there is usage (non-mandatory) and where there is free choice. This quadrant displays the greatest level of optimism.
In the case of the Rejection / Free Choice to Use quadrant - the expected behaviors include Hesitation, Resistance, Trepidation, and Concern. These behaviors anticipate that where the usage is rejected, there is still some form of uncertainty, even if the choice to use a technology is a free one. Finally, in the case of the Mandatory Usage / Rejection quadrant, the expected behaviors include Sabotage, Impairment, Disruption, and Interference. This quadrant has the most pessimistic characteristics. Where systems retain the mandatory usage, and whilst the usage axis shows rejection rather than usage, we can expect problematic behaviors to become known.

4.4 Conclusion
Thus the relationship between trust and volition goes beyond mandatory and free choice. By extending the idea to include a state that can be both mandatory in usage, and rejected in application, it is clearer to look at these two conditions through the addition of the relevant norms, beliefs and values. We now have a set of characteristics that we can consider against individual behaviours so that volition
can be more accurately considered in a scalable form, ranging from mandatory use, through imposed usage, and towards *Free to choose* usage.

The relationship between volition and usage is not clear when examined as two isolated features of technology. It does, however, look more accurate once values and beliefs are layered over the main axis. What does seem clear from the literature is that ICTs and technologies inherently impose change. Whether it be from the security perspective of new passwords, new configurations, and new anti-virus updates, or the expectation to keep up with new hardware, new smart phones, and new devices, or the obligation to shift from one program to another, regardless of whether the original program is performing well, the resounding message from the various corners of the research area is to expect change, to follow change, and to engage with new innovations, repeatedly. The message is reiterated with ubiquity at the expense of what appears to be a fundamental set of choices. The choice not to change, the decision to keep doing things as one has done them before, and the opportunity to reject or refute new technologies, new ideas, and new methods, is far less prominent in the literature, and has been far too rapidly ignored from the attempts to make sense of the problematic challenges of trust and security within a digital environment.

4.4.1 Research Outputs
The review of literature indicated a dominance of TAM-based thinking that automatically linked usage with acceptance. This research indicates that the direct linkage between usage and acceptance is a step too far, and that the role of choice plays a much greater part in trusted acceptance than the literature bears out. From an overarching view, there are minor, occasional attempts to include voluntary actions; however they are too few, and almost always presented as secondary variables of influence, rather than a mainstream concept which embeds freewill, choice and rejection as legitimate and unambiguous prima facie options.

By observing the direction and progression of TAM modelling as the dominant element in the technology acceptance body of knowledge, it is apparent that a need exists for the direct inclusion of volitional and mandated determination. TAM models show strong relationships with acceptance and
usage, but far less so when the consideration is about “trusted” acceptance and usage. Based on these observations, the need to ask older users about their trust in the use of ICT appears as the next logical step in defining the importance of volitional and mandated determination. When considering the perceptions of older people who might be attempting to engage with ICT-based financial systems such as online banking, the commercial environment that drives imposed and mandatory practices is likely to forego a comprehensive selection of ICT choices in favour of commercially viable routes of ICT usage that are predetermined and limited.

Observation and analysis of the security literature suggests that older people are more vulnerable to financial attacks through the usage of online banking than other age cohorts. A number of reflections about the nature of capability and training for older people suggest that it is not necessarily a factor of age that elevates these vulnerabilities as much as the change from working life to retirement. The shift to older environments through retirement brings about different sets of peers, learning in isolation, and distancing from the wider interactions of business and working life.

4.4.2 The following AR Cycle

Reflection of the key points of discussion suggests the need for elevating the importance of choice and volitional determination into the interview and scenario-based data collection. Reflection also suggests the need to investigate the learning, training, and capability components of older people attempting to engage with ICTs, especially their early and formative experiences, which form the foundation for their ICT usage and their perceptions of trusted and secure ICT acceptance. Two main sets of actions are put forward as a result of this cycle.

1. Interview questions and hypothetical questions should directly confront and contest the idea of how, if at all, usage translates into trusted acceptance.
2. Participants should be asked to describe their views about the need to trust ICTs
3. Participants should be given an opportunity to explain different types of trust, especially in terms of delineations between trust of people and trust of ICT systems.
4. Interview questions should examine novice and formative experiences in relation to trusted usage.
5. Interview questions should examine usability issues for older people.

6. Interview questions should examine accessibility issues for older people.

7. Questions should include opportunities to compare situations involving choices, imposed conditions and mandatory conditions governing the use of ICTs.

The next chapter discusses the research design, the approach taken to interviews in terms of segmentation and order, and issues relating to confidentiality, security, and the rights of interview participants.
5 CHAPTER 5 RESEARCH DESIGN, INTERVIEW BREAKDOWN, CONFIDENTIALITY AND LIMITATIONS

5.1 Introduction

This chapter explains the design of the research interview questions, and the way in which a rich qualitative data set was sought by means of a segmented interview approach. The chapter explains how a participant sample was obtained, and why a purposive sample was chosen. It explains the progression of the interview questions through a range of inquiry segments that ended with a set of hypothetical interview scenarios. The chapter discusses the limitations of this type of study, and explains how different restrictions were treated in order to reduce the impacts of bias and other limitations upon the study.

Prior to commencing the collection of data, the Human Research Ethics Committee (HREC) of Edith Cowan University (ECU) granted approval for this research, which consequently meets the requirements of the National Statement on Ethical Conduct in Human Research. Although a review of the literature is a formative part of this research study the principal data was collected by means of interview.

5.1.1 Selection of Participants

A selection of thirty-two older people participated in interviews as part of a study to determine issues of trust, decision making, acceptance and rejection of online technology. The older people were aged between 60 and 75 years of age, with an equal number of male and female participants. This provided a considerable amount of information in detail regarding older people and choices made under imposed and mandated circumstances.

Participants were selected by means of a purposive sample. The process of recruiting participants was undertaken by means of a homogenous sample of participants all over the age of between the age of 60 and 75 years of age; specifically those participants who considered themselves novice or beginner level in terms of their knowledge and usage of ICT. The sample was taken from
four senior citizen associations within Western Australia. The associations then provided lists of names of people who indicated that they would be available for individual interview.

Purposive sampling does not require a specific number in the way that quantitative sampling does. Instead, the emphasis is placed on using information-rich questioning (Strauss and Corbin, 1990; Bernard, 2002). Purposive sampling is a system that is often applied to small sample groups. A sample size of 32 participants was chosen. The sample number was derived by examining the sample sizes recommended for qualitative research that sought to obtain rich data from participants by means of comprehensive interviews. Three research approaches were compared. In a study by Mason (2010), the mean sample size for Action research in PhD studies was 23 participants. The same study showed that the mean number of participants for Emancipatory Research was 35 participants. Additionally, the mean number of participants for Case Study research was 36. Taking these numbers as indicators of range, the sample size for this study was initially set at 32.

Qualitative research can be measured in terms of reaching a point of saturation. Under these conditions whilst an initial number for the sample is set, it understood that further participants can be recruited if there is a need to obtain further knowledge, and if it is clear that new data is being obtained with successive participant interviews. Similarly, under saturation conditions, the number of interviews and the sample number may stop at an earlier point, if it becomes clear that no new significant data is being obtained by further interview participation (Galliers, 1993; Palinkas, Horwitz, Green, Wisdom, Duan, and Hoagwood, 2015).

In this case the specific aim was to deliberately find participants who were within the specified age range and who could be classified as novice in terms of their ICT experiences. The number was derived from three main criteria. The sample number should include an equal (or close to equal) number of participants from each of the four purposively selected aged associations. The sample should target people who had little ICT experience.
Table 5.1 Data collection, breakdown of older participants from older peoples’ associations

<table>
<thead>
<tr>
<th>Association</th>
<th>Number of Female Participants</th>
<th>Number of Male Participants</th>
</tr>
</thead>
<tbody>
<tr>
<td>Association A</td>
<td>4</td>
<td>3</td>
</tr>
<tr>
<td>Association B</td>
<td>4</td>
<td>3</td>
</tr>
<tr>
<td>Association C</td>
<td>3</td>
<td>4</td>
</tr>
<tr>
<td>Association D</td>
<td>3</td>
<td>4</td>
</tr>
<tr>
<td>Total Participants = 28</td>
<td>14</td>
<td>14</td>
</tr>
</tbody>
</table>

This sample was formed by ordering by name and then the names on each of the four association lists were randomly selected from within each separate association. Participants were selected using alternate gender selections from every fourth person so that the first list’s fourth female, was selected, and then the fourth male was selected and so on. This produced a list of thirty-two participants. From this list twenty-eight were selected based upon satisfactory alignment with the participant criteria. Four participants were excluded from the original group of 32 subjects after disclosure of high-level ICT experience and long-term ICT usage. The participants formed a selection of fourteen females and fourteen males (Table 5.1).

5.1.2 Interview Design

The in-depth interviews were undertaken in order to gain an understanding of ICT interaction and engagement centred around security issues as well as daily usage where security issues might be expected to arise from time to time. Participants in the interviews were required to answer fifty-seven questions. The interview questions were arranged into five sections (Fig 5.1). The data provided direction and insight into the impact of technology upon ordinary everyday tasks and practices that have changed “over time” from paper-based systems to online digital practices.
Section one used nine questions to confirm their suitability for the study. They were used to establish participant’s levels of ICT usage and experience. The study aimed to interview participants who considered themselves as beginners, and who were in a class of user that implied some tasks were relatively novel. Questions inquired about age, working status, internet usage, email and online communication capabilities, and training undertaken (both formally and informally). This section asked a set of non-technical, jargon-free questions in rapid succession, with no participants exhibiting hesitation or confusion during the section.

Section two asked participants in more detail about their daily or regular internet and computer-based engagements. Participants were asked to explain the process by which they navigated to emails, and to explain how they went about using and managing their emails. These questions extended to send and receive functions, email storage and management, and email deletion. The section also asked participants about their password habits, ascertaining those with password protection across applications and those who felt little or need for password protection. The participants were also asked
to respond about those applications where passwords were required as standard operating conditions, such as in the use of internet online banking. The participants were also asked to explain their perceptions about the ease of use of their varying applications and programs, and asked as to whether some applications would be used more regularly if they were easier to access and use. The questions explored money transactions in both online and face to face conditions. These questions tested for perceptions regarding the secure movement of money in both online and physical conditions. Participants were asked a range of questions relating to their understanding of anti-virus usage, vulnerabilities, and whether they felt they had experienced some form of malware, social or physical exploitation, or some form of online deception.

Section two uses a set of twenty-two questions to get a deeper understanding about their communications usage, their financial usage, and perceptions about differing hardware technology, predominantly the difference between personal computers, laptops, and more mobile devices such as smart phones and tablets. Participants revealed a range of online and physical habits surrounding financial needs including ATM access, physical face to face bill paying, online bill paying and the transferring of money (both online and through agents).

Section three asked participants five questions about their levels of comfort and trust in their use of computers. Participants were asked their perceptions about ease of use and perceived usefulness in online financial transactions including banking, online purchases, and the ability to use and trust new financially-connected systems and applications. The participants were then asked to respond to a range of questions about their trusted use of new technology software and hardware, ranging from popular social media applications to banking applications, and including their perceived trust of new mobile hardware devices (smartphones and tablets) for the secure storage of private information including financial information. The section asked the participants to reflect on their own technology interactions in an attempt to gauge technology trust.

Section four asked participants nine questions where they could consider both the accepted usage of technology and also the possibility to reject the technology in preference of a non-cyber alternative. The respondents were asked about situations where they used technology slightly outside of their own comfort zone, such as the use of someone else’s computer, or a public computer for a
financial transaction. Participants were asked to explain their perceptions and judgements about what constituted a risky transaction, and under what circumstances a transaction might become less secure. Participants were asked to explain their thinking about the confidentiality of their information and about their email correspondence. They were asked a range of questions relating to third-party interactions, and what levels of security and trust were tolerated. The questions involved the levels of trust connected with the usage of someone else’s hardware, and about the use by others of the respondent’s hardware. The questions also examined the use of social media under shared circumstances. The participants were asked to explain their outlooks about their trust of systems and applications (both online and physical) whose usage was suggested by others. The questions collected a range of information about decisions to trust or reject the use of technology. They also included broad issues of usage where the interactions were obligatory rather than voluntary.

Section five used a range of scenarios presented to the participants as possible situations where choices regarding technology usage, acceptance, trust and rejection were up for consideration. There were twelve scenarios put to each participant. The scenarios included a range of mandated and obligated scenarios. Participants were required to offer choices as to how they would react in circumstances where the key element required access and acceptance of an online system. These scenarios included a full shift to online banking, use of online systems for pension and funds access, access to international airfare ticketing, phone banking, and hotel bookings. Participants were also given scenarios where the use of an online system was not necessarily mandated, but was obligated. These included perceptions of trust regarding other persons who were using mandated systems that had an impact or affect upon the participant. Some scenarios required a transition from an existing trusted system to a new system, whilst others cited third party experiences where the participant was not asked to consider themselves as the direct user, but instead as someone affected by the use of a digital system whereby trust was brought into question. The fifth section was considerably longer that other sections. Participants needed time to consider each scenario before giving their responses. Each scenario had an historical connection that related to the way something was done in an era that pre-dated ubiquitous systems in ICT.

Each scenario in this section had an historical association that related to the way something was done in an era before ICT ubiquity. Participants were asked to explain their likely actions and reactions
to the scenarios as well as their perceptions about each scenario. The twelve scenarios depicted instances where ICT usage ranged from implied, to obligated, to mandated. Participants were given several minutes in to answer in this section, as some responses required a carefully thought out response, and participants were actively engaged in accurately describing their opinions.

5.2 Confidentiality, Security and Rights

In order to ensure adequate security and safety of the confidential interview data, the transcripts were retained by the researcher, who was the only person with access to the transcript material (apart from the researcher’s supervisors). All participants read and retained a copy of a consent form outlining the ethics approval, confidentiality, and security of the interview material, and its associated transcripts. All of the signed consent forms, participant information, and recorded material was stored in a lockable filing cabinet in a secure locked office within Edith Cowan University.

All of the respondents were advised of their rights in regards to the interview process, and the usage of the interview data. They were specifically advised that the information would be anonymised, that they could withdraw at any time, and that they could access their individual transcripts to ensure accuracy and truthfulness after the interviews had been recorded, transcribed and available in printed form. Each respondent was given the opportunity to see their transcript, and to advise if they felt that there were any breaches of privacy or confidentiality in the transcripts. There were some respondents who took the opportunity to review their comments and asked for some changes, citing in some cases that they had not made themselves clear. None of the respondents asked to have information removed, and in all cases respondents confirmed that the transcripts were a true representation of the information recorded at the time. Every respondent reviewed their individual transcript. None of the respondents saw any other transcripts other than their own.

5.3 Limitations of the study

In the approach and the research design planning, a number of limitations were identified with the intention of mitigating their influence over the study. One of the first of these limitations repeatedly
appeared throughout the process of selecting potential respondents for the interviews. Those older people who are most interested in volunteering for interviews around technology and ICT-related affairs were also the same people who have been actively involved in engaging with ICTs more regularly and more enthusiastically than others. Whilst not all of these volunteers were skilled in the use of digital technology, a great many possessed a high level of skill and technology acumen in dealing with challenges relating to the trust and use of ICTs. It was observed that on several occasions some volunteers’ enthusiasm to be involved in the study overshadowed their honesty and truthfulness in acknowledging their more highly developed and regular ICT interactions. The ideal respondents needed to match the profile of a novice or beginner in the use of ICTs. Thus those volunteers who were already working in part-time paid capacities as ICT trainers were ineligible and inappropriate candidates to be interviewed. Whilst it might not be possible to know if a person successfully and deliberately falsified their individual statements about their ICT skill and knowledge, the qualifying questions were useful in establishing a baseline of suitable respondents. One of the participating associations initially wanted to only put forward a sample group of people who were actively involved in a training program that was in place. By asking for a large sample group rather than a small one, and by randomly choosing from a large sample, it was possible to mitigate against the enthusiastic attempts by associations to take a deliberative approach to the acquisition of suitable interview candidates.

The choice of participants was derived through associations of older people, and then a process of randomisation was used to finalise the respondents for the interviews. The four associations were chosen in order to attract a range of participants from different socio-economic, different geographic, and different educational backgrounds. Since the sample was purposive in nature (ie it specifically targeted novice ICT users within a specific age range), the random selection of participants to a smaller sample size is a useful strategy to reduce bias.

A rich diversity of people within the respondent group was desirable, since a determination of trusted technology use would need to cater for a range of backgrounds, where mandates, impositions and obligations have a different meaning between one locality and another. It was important that a range of diversity in user-technology could also be achieved. The literature on technology choices suggested that older people consistently hold expectations about the longevity of technology products that were
unrealistic compared to the rest of society (Haddon, 2000; Xie, 2003). One limitation in this regard is that some older people cannot afford the cost of technology. Thus whilst attempting to draw from a rich and varied sample, it is likely that some exclusions take place because there are older people who have no understanding of digital technology owing to the prohibitive cost of its purchase and interaction.

The duty of investigators, in interpretive studies, is to sidestep imposing their own constructions and to be accurate to the sagacity given by the participants (Blackledge & Hunt, 1985; Kumar, 2011). However, cultural norms and/or bias of the investigator can sway what is asked and what is heard (Rubin & Rubin, 2005). One limitation that restricts the quality of the responses is the very jargon-laden terminology which pervades digital technologies. The computer science field uses many acronyms, and also uses words and terms that may not be in common use in everyday language, but which are saturated into many discussions involving digital technologies. The need goes beyond simply explaining acronyms from ICT to Information and Communications Technology. During several semi-structured interviews, it was necessary to explain some terms and acronyms to assist a respondent in their answer. Such explanations are problematic for at least two reasons. The first is that some respondents may pretend to understand words that appear to them as jargon, yet have little or no idea as to their meaning.

This may add to responses that are cautious and may prevent the revelation of something important. The second challenge is that by the researcher introducing some terminology from within a known digital technology vocabulary, the researcher is also introducing cultural norms and bias to the interview process. These limitations were, in part, addressed by informing each respondent that they could ask about any word, term or acronym that might have been unclear. The second point of address was in scrutinizing the interview questions and having them tested on a small group of older people before the interviews were conducted. This small group were able to identify a range of terms that were either ambiguous or unknown by those checking the questions.

This was in line with the limitation being identified in the literature review in the first research phase. In a study of this nature, bracketing and suspending judgements or assumptions can be used to highlight the subjective meanings of the participants’ actions (Christ & Tanner, 2003; Denzin & Lincoln, 1994). The investigator’s task was to interpret by what means others understood their domain and to think through the meanings behind their actions (O'Donoghue, 2007).
An interpretive approach such as the one described here has the potential for personal bias (Guest, et al., 2013). In order to reduce this effect a reflexive process was included in the approach to evaluate bias during the data interpretations (Bednall, 2006). This was established through maintaining a research-focused reflective journal, which recorded considerations to after each interview. This journal kept a record of observations, discernments, and interpretations of the material offered by each respondent (Gall, Gall and Borg, 2007). It allowed for further comparisons from one respondent to another in areas of commonality, or opposition. The journal included an analysis of each interview process, developing an understanding of relevant background and circumstantial information that was either apparent or observed. The journal was a useful assistant in the recall of specific details and explanations from respondents during each interview. These details made for connections and linkages to other information that might otherwise have remained in isolation.

An additional limitation was the use of associations for the purpose of acquiring respondents for the interviews. The interview respondents were drawn from four seniors associations, however the question could be asked as to whether associations are appropriate places to draw respondents from, and whether they would provide a sample of people from a wide and varied sample of older people for this study. It could be argued that since associations are inclusive organisations that deliberately share information across a range of older people’s interests, this study cannot be seen as representative of all older people, some of whom may lead very secluded and lonely existences. Older people who are members of associations are by definition of their association membership more active than others.

This study is an example of purposive sampling, since the choice of older people was deliberate in terms of looking for respondents who met the inclusion and eligibility criteria for this study (Patton, 2002). In this case, a sample included older people within a specific age range who were retired. The eligibility criteria were operationally enforced in order to bring about a specific sample group of respondents (Bernard, 2000). Thus purposive sampling techniques cannot be seen as being representative of all older people (Patton, 2002).

The sample group of respondents were all volunteers. As a cohort, the respondent sample was found to be assured, coherent and articulate. They volunteered and attended at specific times, indicating a level of mobility, freedom, and availability. This suggests that there could be some respondents who
have been excluded or marginalised from this study. This study is limited in that it did not interview people with mobility or accessibility issues, and it did not specifically include older people using assistive technologies. There are older people who may have been unavailable, or who lacked the confidence or desire to participate. This study, therefore, is not accurately characteristic of all older people and their interactions with trust and technology.

This study included interviews that took a significant time to complete. The shortest interview took 24 minutes and the longest interview took 58 minutes. The length of time each interview took meant that the interview process may have precluded some older people from being involved on the basis of time. Thus the study was limited to those people in both reasonably good health and with a reasonable amount of mobility. Availability was a factor in the selection of the final sample respondent group (Seidman, 1991; Guest et al, 2013). In some cases, the researcher adopted a method of availability and timing flexibility to reduce the unavailability of respondents who had been initially selected through the original method of sample selection. The limitations in regards to length of time were addressed individually with each respondent. All respondents were asked if they needed a break, or extra time. There were two instances when time breaks were included so that one respondent could take a comfort break, and so that a different respondent could take a rest. Potential respondents were reminded that interviews would take a portion of time. In the case of initial volunteering, potential respondents were told that the interview would take at least 20 minutes, but that they were not likely to go for more than one hour in duration.

Initial analysis of the data was guided by the research questions. The analyses of the data therefore included the personal bias retained by the researcher, who has previously interacted with older people on matters of online cyber security. In cases where the researcher has been involved in the subject matter of a qualitative study it is important to recognise and mitigate bias that is retained from prior knowledge (Kock, 2004). For example, the interviewer might unknowingly frown when an unexpected answer was given, or where the act of nodding as a respondent answered a question might be interpreted as a seemingly appropriate answer when in fact the interviewer might simply be nodding to acknowledge that the words are understood (Jackson 2009). Thus it is necessary to disclose that there is residual bias that remains connected with this study as a result of the researcher’s previous
interactions with older people on issues relating to cyber-crime and trusted online technologies. This limitation was mitigated by asking other people to read and assess the interview questions for any signs of bias or partiality. The interviewer took care to avoid unnecessary eye contact and restrict facial expressions when interacting with interview participants.

5.4 Summary

This chapter explained the way in which the research was designed around a small purposive sample of 28 participants who were interviewed across five areas of interest. These five areas formed segments that gathered information about usage, acceptance trust and technology rejection. The first segment considered suitability, asking questions relating to basic usage, and establishing the limited range of experiences within the participant cohort. The second segment examined a more detailed understanding of usage, looking at online navigational practises, email management, password behaviours, and both physical and online financial transactions. The third segment examined comfort and discomfort around perceptions of trust and new technology, and the usage of financial and transactional systems. The fourth segment considered the acceptance of usage involving other people’s systems, software and hardware. It looked at 3rd party transactions, and a range of trusted and rejected systems used for financial transactions. The fifth segment explored detailed descriptions about hypothetical scenarios that examined trust and rejection under difficult or uncertain practises involving change and acceptance of online systems.

A description of the research design and techniques for this study was incorporated. It included descriptions about participant information, ethics, data collection and the processes adopted to analyse the data that was obtained.

In the closing parts of this chapter, the limitations that pertained to this study were explained and clarified. This study aimed to capture and to understand the knowledge, norms, practices, and experiences of older citizens in the adoption, interaction and rejection of technology pertaining to trust.
and trusted relationships. This required the investigator to obtain the perceptions of older people by means of a descriptive process involving the acquisition of rich understandings using insights, discernments, and observations. The next two chapters present the results of the data collected, and present those results in the form of a set of findings based on interviews with older people.
6 CHAPTER 6 DATA AND RESULTS FROM INTERVIEWS

6.1 Areas of Inquiry

The purpose of this study was to investigate the nature of trust in technology within mandated and imposed settings by older users of online digital technology. To achieve this, twenty-eight older people were individually interviewed about their online interactions. Each respondent was given an interview comprising of fifty-seven questions relating to their experiences with online technology. Questions focused on trust-based relationships where users were expected to trust a new system or technology using online systems. Some of the questions tested for experiences that came about through voluntary exposure to technology, whilst other questions looked at user experiences where the online technology trust was either imposed, obligatory, or mandatory. Participants gave their answers verbally, and their responses were recorded using a digital recording device, which was later used in playback as a means of obtaining a transcript for each interview.

Table 6.1 Areas of Inquiry

<table>
<thead>
<tr>
<th>Areas of Inquiry</th>
</tr>
</thead>
<tbody>
<tr>
<td>Part 1 Interviews</td>
</tr>
<tr>
<td>Part 2 Interviews</td>
</tr>
<tr>
<td>Part 3 Interviews</td>
</tr>
<tr>
<td>Part 4 Interviews</td>
</tr>
<tr>
<td>Part 5 Scenarios</td>
</tr>
</tbody>
</table>

The questions were partitioned into five main areas of inquiry (Table 6.1). The first part tested respondents to answer questions outlining basic proficiencies in the use of ICTs. The second part looked more closely at each respondent’s usage of, and interaction with, ICTs. The third part asked participants about their perceptions of trust in relation to items of value such as money and information. The fourth part looked more closely at issues of trust by aiming to measure each respondent’s limits in determining when to trust or when to reject a given ICT technology. The fifth and final part of the interview process asked questions centred on specific trust-related scenarios. This is discussed in chapter seven. The responses provided many insights into the way older people perceive technology and trust, and the
differences between trusting ICT systems where there is little or no alternative, as opposed to scenarios where usage and its accompanying requirement for trust, were not mandated. The interview questions were put to the participants and their answers were recorded, transcribed, and noted for the study.

### 6.2 Interviews Part One - Basic proficiencies

The first part of the interviews examined areas of fundamental online activity. It established whether the respondent in each case was typically a novice user of ICT and that they used the Internet and were active online. This first section asked respondents to demonstrate their capability to use email, and to address some areas of digital communication proficiency. The section also examined previous training, and whether the respondent saw them as a novice, or whether they perceived themselves as having a more developed aptitude, capability, expertise or skill.

#### 6.2.1 Email as a capability reckoner.

Findings obtained from analysing the data showed that older people understood the concept of electronic mail (Table 6.2). The responses showed not just whether a person could or could not send an email, but also revealed where there was uncertainty.

<table>
<thead>
<tr>
<th>Email Themes</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Confident in sending email</td>
<td>78% Yes – self assured, 22% Some help needed</td>
</tr>
<tr>
<td>Able to get an email sent</td>
<td>96% Yes – self assured, 4% Unable to send email</td>
</tr>
<tr>
<td>Uncertainty about how to send email</td>
<td>53% Some uncertainty, 47% Confident to send</td>
</tr>
</tbody>
</table>

32% of respondents knew how to find and press the send button on an email system that was set up on a mobile device such as an iPad, but that they might not be able to retrieve emails from other devices such as a desktop or laptop computer. Of these respondents 93% cited the need for someone else to set up or install a system on to the desktop screen before they would feel confident to send or receive emails on a different system to their own. “Well as I said, I have very limited knowledge. So when my friend comes over we sit at the computer and she helps me to get into the email section and
we go from there. Once I’m in I can find the emails quite easily. But getting started is a bit of an ordeal I’m afraid”. (Respondent 20).

The majority of responses (78%) indicated with confidence that they were capable of sending emails. However, none of the respondents showed any ability to articulate the method by which they sent the email. “I use an iPad. I open the app, and access my emails from there. I can send replies, store emails, and delete the ones that I don’t want to keep (Respondent 25). 96% of responses indicated that they could send an email. Only one response indicated their inability to send email.

There were 53% of responses registered as showing hesitation, confusion, or over simplification in the task of sending an email. Whilst some respondents cited an ability to tap on the “mail” icon on a tablet or mobile device, other respondents cited the need for assistance. Respondent 4 stated “Um yes – well I know the theory. Sometimes I find it hard to get to where the emails are. I have a couple of friends that help me out … the thing is that one friend will show me one way and another friend will show me a different way altogether… it very confusing”. Similarly, Respondent 10 voiced her concern, “but I’m not sure if I’m doing it the right way”. Whilst Respondent 17 explains “Well I turn the computer on and I go to the Bigpond page and go to the emails”. Two respondents stated that they understood the theory behind sending mail even though in reality they had never sent an email. One clarified his limitations when asked if he knew how to send an email … “Well, um, not really, but if you set it up for me then I can type in a message. I always get help from my friends at the seniors group”. (Respondent 12)

Whilst 78% of the respondents claimed they were confident in sending email, only 47% demonstrated genuine proficiency, whilst more than half of the respondents had misunderstandings or hesitation when asked specific questions relating to the actual process of sending an email. Some respondents showed confidence in their device to send communications even though they did not understand a method by which to send an email. Others were reliant upon clicking an application that did not require them to understand the email sending process.

6.2.2 Previous training involving Information Technology
Questions about previous training can help indicate the general skill levels, whilst specialist training (Cyber Security) may indicate needs-based interest over and above the majority of respondents who had either had no formal training or had undertaken simple Microsoft courses and iPad courses (see Table 6.3).

75% of participants indicated that they had either no previous training or were definitely still in the class of ‘beginner’ in terms of using a computer. “Yes I’ve done a couple of afternoon one-hour workshops with seniors and I did the One Click program at Mirrabooka.” (Respondent 4). Of the remaining respondents the previous IT training ranged from half day ‘iPad’ courses to one-day beginner courses focusing on the instruction of Microsoft programs such as Word and Excel.

Table 6.3 Previous Training.

<table>
<thead>
<tr>
<th>Previous ICT Computer Training</th>
</tr>
</thead>
<tbody>
<tr>
<td>Beginner, Novice, little or no substantive training</td>
</tr>
<tr>
<td>75% No substantive training, 25% Some training or an ICT course</td>
</tr>
<tr>
<td>Microsoft Training (Word, Excel)</td>
</tr>
<tr>
<td>81% of those who attended a course did Microsoft training, 19% no training or generalised introductory training.</td>
</tr>
<tr>
<td>Cyber Security Talks</td>
</tr>
<tr>
<td>12% Yes – attended Security Presentations, 88% No Security training or cyber talks</td>
</tr>
</tbody>
</table>

One respondent cited having undertaken a two-day specialist course for senior citizens at a free course that was run as a church-based outreach program that had developed a series of IT workshops.

“I’ve gone to a few computer talks and seminars run by the (seniors) association. There is an annual seniors’ conference each year, and there is always someone who presents on computers and technology. They are always talking up the need to change your password regularly so that you don’t get your identity stolen and your computer hacked”

(Respondent 11). Of those who had attended courses more than 81% of them had either undertaken a course in using Microsoft Word or Microsoft Excel. The overall level of training and education was very low across the entire cohort. “Oh I’m definitely a beginner. I mean I’ve been doing emails for a few years, But I don’t really know how the machine works, or how to get the most out of my internet searching. I’m pretty hopeless I’m afraid” (Respondent 11).
6.2.3 Previous work before retirement

Respondents were asked if they were currently retired (or not working) and what kind of work they had done previously. The respondents indicated that they were no longer in a working capacity. The question had two purposes. Firstly, it was important to ascertain whether any of the respondents were still working, since that would possibly affect their likelihood of a greater developmental ability in using ICT.

Table 6.4 Previous Employment.

<table>
<thead>
<tr>
<th>Previous employment and interaction</th>
<th>47% Yes – Needed to use ICTs in work, 53% No – employment skills did not require ICT skills.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Felt they were too old in their job to learn to use a computer</td>
<td>29% Yes – Too old to take up ICTs whilst at work, 71% Did use computers during last years of employment before retiring.</td>
</tr>
<tr>
<td>Homemaker / housewife with no computer usage in life before retirement</td>
<td>11% No work history with ICTs (Informal – no recorded work history) 89% Held a formal job from which they retired.</td>
</tr>
</tbody>
</table>

Since no participants responded that they still had work, the question relating to previous work allowed some understanding of the diversity of the interview cohort. The respondents fell into two roughly even groups (Table 6.4). Approximately half of the respondents (53%) cited a previous area of work that might not require specific IT skills if undertaken today. These respondents were from a broad cross-section of the labour force and included: a gardener, a food handler in a delicatessen, a cleaner, a tea lady, a postman, a golf club roustabout, and three housewives / homemakers. Of the remaining respondents (47%) there was also a broad cross-section of working positions, however these were in areas that would require IT skills if undertaken today. These included: A Police Officer, a Centrelink clerk, a manager of a hardware store, a worker in the Australian Air Force, a personal assistant for a mining executive, a public service administrator, a book keeper, a stock-take specialist, a library technician, a newsagent, and a primary teacher. Respondent 17’s answer was typical of the replies…:

“I’m retired now. My husband and I ran the news agency in Booragoon for many years until 2001”.

Similarly, respondent S1, was representative of a working life that held little previous need for IT. “I was a homemaker. My husband worked as a bus driver, and I stayed at home.” (Respondent 20).
Some respondents also cited regret in not learning to understand more about ICT during their working lives. “I was the manager of a hardware store for over twenty years, but I resisted the urge to use computers until I was at the end of my working life…. And I think I left it a bit too late.” (Respondent 7). 11% of respondents cited being too old, or leaving things for too long is evident through many of the interview cohort’s comments. Older people demonstrate a perception that it’s too late to learn at their age, and that they could not possibly hope to catch up to the level of others. They describe that ICT has now become so much more complicated than before. “If they need checking, then my daughter can do that. She set the email up for me in the first place. I don’t look at them, it’s too convoluted. None of them are urgent so I don’t bother unless my daughter comes over to see me.” (Respondent 5).

6.3 Interviews Part Two – Usage and Interaction

The second section of the interviews examined the types of technology usage that each respondent had some experience with. It asked questions about hardware and software, and ascertained what level of technical knowledge they had. This section also asked respondents about password usage, asking them to explain the number of different passwords that they had, if any, and any associated issues that passwords presented.

Those interviewed were also asked about communal password usage and usage by others, and why, or why they did not, share passwords with others. Additional questions included queries about their communications practices. The aim was to establish whether their communications were reliant upon postal mail and face to face communications, or whether there was confidence in the use of email and online communications. The questioning extended beyond simple email communications to include Web 2.0 interactive options including social media, YouTube, and LinkedIn usage. There is a breakdown of the interview questions as they are discussed in each subsection.

Other questions examined fundamental Internet and World Wide Web access, as well as understandings about smartphones, tablets and other mobile devices. Participants were asked to recount their banking and bill-paying regimes using online systems and over the counter payment customs. In each instance respondents were asked to explain which systems held the higher level of trust, and were asked to explain their thinking in choosing one system over another.
6.3.1 Frequency of Usage and Interaction with Email Communications

Responses to email communications and the comparison to postal mail communications revealed differences between the two communications medium (Table 6.5). Findings showed that 40% of respondents indicated that they checked their emails daily. By the same token, 38% of respondents indicated that they checked their emails in an ad hoc fashion. Respondent 4 told of how often she checked her emails: “Not very often. I’d like to check them more often, but I’m really just too old to do this properly. It’s just getting into the email part that stops me”. Respondent 20 indicated that the checking of emails was a social exercise: “I check my emails only when my friend comes over. Then we use the computer together”. Some stated that they were not concerned, and would check them when they remembered. Respondent 18’s reply was: “When I get around to it, it’s not a regular thing”. Others also said that they would look at them when they remembered, or when they got around to it. Some respondents said that they needed to be reminded by a friend or relative to check them. Nearly 20% of the respondents cited that they checked their emails once a week, or unless directed to check an email or prompted by a third party.

Table 6.5 Email regularity and interactions.

<table>
<thead>
<tr>
<th>Frequency &amp; Interaction with Email</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Check emails every day</td>
<td>40% Yes, 60% No</td>
</tr>
<tr>
<td>Had a regular routine for checking emails</td>
<td>38% No – checked them when they remembered. No specific regular practice, 62% Checked emails at regular intervals (eg: Daily Weekly)</td>
</tr>
<tr>
<td>Checks letterbox every day for postal mail</td>
<td>97% Yes – check it every day. 3% Not every day but several times a week</td>
</tr>
</tbody>
</table>

More than 60% of the respondents to this interview perceived that their email correspondence had a different meaning to their postal mail. Nearly every respondent (97%) indicated that they would check their letterbox every day looking for mail. This suggests that older people don’t accept the online email form of communication with the same level of acceptance at postal mail. “I’m not fussed about the emails; I check them when I remember. There’s never anything urgent in an email”. (Respondent 2.)
6.3.2 Difficulties with the process of checking emails

Findings indicated that 18% of respondents had no understanding of how to go about checking their emails. A further 35% of respondents had only a very basic understanding of how to check their emails. However, 92% of these respondents (ie both those with no understanding and those with basic understanding) were able to describe their process of checking emails in detail. They described waiting for the computer to switch on and from there they were able to describe a process that entailed clicking on a previously established icon, symbol, or marker that was visible on their desktop or laptop screen or tablet surface.

In contrast the remaining 47% of respondents (from the whole cohort) were comfortably able to cite a range of descriptive processes, including the process of engaging a browser or URL in order to access emails from their Internet Service Provider (ISP) or another email service provider. These responses included accessing GMail, Telstra BigPond, Windows Live, and a range of Windows and Apple Macintosh environments.

Table 6.6 Email difficulties and the ability to check email.

<table>
<thead>
<tr>
<th>Challenges with the Email Process</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ability to check emails</td>
</tr>
<tr>
<td>Had a regular routine for checking emails</td>
</tr>
<tr>
<td>Checks letterbox every day for postal mail</td>
</tr>
<tr>
<td>Low level of understanding about email security</td>
</tr>
<tr>
<td>Trust in a Brand Name</td>
</tr>
</tbody>
</table>

The results showed that 36% of respondents had very little understanding about security issues pertaining to emails (Table 6.6). These respondents stated that under normal conditions, they would open any email and would open any and all attachments. “Well I turn on the computer, and I sit down with a cup of tea and wait (laughs). It takes a few minutes, you know, to warm up, and then when it makes an annoying little tune, I know it’s ready. I just click onto my Yahoo button and then I’m free to look at all my emails.” (Respondent 11). Most respondents (82%) cited have a basic or rudimentary understanding of how emails are accessed, and viewed. The remaining 18% cited having no understanding on accessing emails.
“Well, as I said, I have a limited knowledge. So when my friend comes over we sit at the computer and she helps me to get into the email section and we go from there. Once I’m in I can find the emails quite easily. But getting started is a bit of an ordeal I’m afraid.” (Respondent 20).

Respondents demonstrated a reluctance to show caution, and instead were more inclined to open emails directly. Within the subset of these direct respondents, 28% acknowledged that they felt that they could open any parts of an email as long as they did so on an iPad, citing that Apple products are inherently safe. “I use an iPad, the prompts are very straightforward I simply touch the “mail” icon, and then read down the list of emails”. (Respondent 8). “Well I don’t know properly. I just get my friend to help to get me into the email section, and then I can look at them. I’m not in a great hurry because so many of them are just silly things and emails from people I don’t know”. (Respondent 4).

6.3.3 Opening emails without hesitation

This question is designed to show what kind of caution and restraint might be evident in the action of opening emails without regard to whether the email was from a known source or of unknown origin. The findings show that 42% of respondents will open emails from anyone. “I open Gmail and look for the unopened emails. (Respondent 1). The practices of respondents demonstrate occurrences of opening emails regardless of subject matter, heading, attachments or content. “Usually I have my machine turned off at the wall, so I’d have to turn the machine on. Then I have to log in, and then I go to my Windows, to the emails. I’m in BigPond”. (Respondent 21).

For more than 32% of respondents, there appears to be a strong belief that the email technology is easy to use “I have a computer, it’s a great big box and I have a computer screen and a keyboard and a mouse. Oh yes it’s a Dell machine. Checking email is fairly easy. I turn the machine on and go to the Bigpond section. Everything is straightforward from there. It shows how many emails I have waiting to be opened. Then I just click onto each one and open them”. (Respondent 18).
Table 6.7 Opening emails without hesitation.

<table>
<thead>
<tr>
<th>Opening emails without hesitation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Open an email from any source</td>
</tr>
<tr>
<td>42% Willing to open from any source, 58% Unwilling to open without</td>
</tr>
<tr>
<td>precautions in place.</td>
</tr>
<tr>
<td>Brand and Email set up provide acceptable safety levels</td>
</tr>
<tr>
<td>38% No – checked them when they remembered. No specific regular</td>
</tr>
<tr>
<td>practice, 62% Checked emails at regular intervals (eg: Daily Weekly)</td>
</tr>
<tr>
<td>Checks letterbox every day for postal mail</td>
</tr>
<tr>
<td>97% Yes – check it every day, 3% Not every day but several times a</td>
</tr>
<tr>
<td>week</td>
</tr>
<tr>
<td>Low level of understanding about email security</td>
</tr>
<tr>
<td>36% Low level of understanding, 64% Average or better level of</td>
</tr>
<tr>
<td>understanding about email security</td>
</tr>
<tr>
<td>Trust in a Brand Name</td>
</tr>
<tr>
<td>28% Cited that Apple products were safe from email problems with</td>
</tr>
<tr>
<td>Viruses and Trojans, 72% Acknowledged the need to be careful with</td>
</tr>
<tr>
<td>email security</td>
</tr>
</tbody>
</table>

Statements from respondents showed a low level understanding using email. “Well, I don’t know properly, I just get my friend to help me, get me into the emails and then I can look at them”. (Respondent 4). “If they need checking, then my daughter can do that. She set the email up for me in the first place. I don’t look at them – it’s too convoluted - None of them are urgent so I don’t bother unless my daughter comes over to see me.” (Respondent 5). “Well as I said, I have very limited knowledge. So when my friend comes over we sit at the computer and she helps me to get into the email section and we go from there. Once I’m in I can find the emails quite easily. But getting started is a bit of an ordeal I’m afraid” (Respondent 20). The results indicate that many ICT practices are left to others, or require assistance from others (Table 6.7).

6.3.4 Type of Device and Associated Knowledge

Respondents were asked to describe what kind of physical device they used (eg: Desktop, Laptop, Tablet, and Mobile Phone). At the same time their descriptions were noted so as to demonstrate additional awareness, familiarity, and knowledge of their devices and how to use them. The results indicated that 66% of respondents had a desktop computer. There were 32% of respondents who cited ownership of a laptop computer. Three respondents did not know what type of computer they had, except that they knew they owned a computer. Many respondents owned more than one form of device. 35% of respondents cited having either an iPad or some form of tablet. Of these respondents none thought that they had an Android tablet, though six respondents said that they had an iPad (Table 6.8).
Within the group of respondents using smartphones 50% cited an iOS / Apple phone, and 50% cited a non-Apple phone or operating system. All of the desktop users stated using some form of Microsoft system. Of the laptop users, 68% of them had a Microsoft system running on their machine, whilst the remainder said that they were using an Apple system. Almost all of the desktop users (91%) were able to nominate the operating system that they used (ie Windows 7, Windows Vista, Windows XP, and Windows 8). When asked to nominate a brand name 48% of all respondents were able to nominate a brand (ie Dell, Mac, Samsung Galaxy, Apple iPad etc). “I have a computer at home. It’s a Celeron I think, and it has Windows XP. It’s not difficult to get on the Internet (although sometimes I forget to turn the modem on as well... I sat there once for nearly an hour until I remembered to turn the modem on at the wall. Once the computer goes through all of its little checks and tests it lets me know when it’s ready by a funny sound, and then I just go to Gmail”. (Respondent 7).

In some cases respondents knew what the brand of their computer was, and stated that the computer was easy to use. Most respondents cited their easy of use in the form of a preset icon on their desktop, or an easy to access app that was opened by touching an icon, as in the case of respondent 11: “The brand is Dell, and everything is pre-set. It’s all set up so that I just click on the little picture and it changes the screen into the Yahoo program. It’s easy to see the new emails because they are the ones still in bold. Once I’ve opened them, they appear in the list of emails, but they are no longer in bold. It’s pretty easy, I mean I open each one, and then either reply to it or store it away for later.”

The results further demonstrate that from within the respondent cohort nearly 40% of respondents have at least two and in some cases three devices (Table 6.8). “Don’t know yet ...but I think I’m getting an iPad” (Respondent 12). “I use the computer that is in my office at home, it’s really just
a study. If I go away, then I rely on the tablet” (Respondent 15). Other results indicate that some older people may be acquiring different devices as part of a search for a system that is easier to use, and less difficult to understand. “My machine is a desk top – a Hewlett Packard - and I use Vista.” (Respondent 21).

### Table 6.9 Device and System confusion.

<table>
<thead>
<tr>
<th>Device and System confusion</th>
</tr>
</thead>
<tbody>
<tr>
<td>Understanding of computers, tablets and mobile devices</td>
</tr>
<tr>
<td>Easier to use</td>
</tr>
<tr>
<td>Incorrect or mistaken understandings</td>
</tr>
</tbody>
</table>

Several respondents (25%) stated having little understanding of the products that they use (Table 6.9). “No idea… it’s a computer. My daughter does the technical stuff”. (Respondent 5). They appear driven by products that have market appeal “I think I’m getting an iPad”. (Respondent 12). It’s a Microsoft program on the home computer... I just open Outlook and go from there”. (Respondent 16).

#### 6.3.5 Management of Emails

Participants were asked how they went about storing, organising, deleting or otherwise treating their email communications (Table 6.10). All respondents were asked the question “Do you ever delete emails, or do you place them in folders? Or do you have lots of old emails that you can still access?”. This question revealed a broad range of responses. Some participants cited that they never deleted anything whilst others cited that they deleted all emails. “I just open them (emails). I don’t delete and I don’t store in folders. They just stay where they are”. (Respondent 1). Similarly, some participants described storage in email “folders”, whilst other respondents cited the practice of cleanouts where all emails from the past would be deleted. “I haven’t deleted any emails yet. I just open them. I know how to save them as unread, so if there are ones that I want to find again I click them so that they save as unread emails for later”. (Respondent 4). Other respondents cited a more organised approach: “Yes I delete emails, and yes I store emails in folders, lots of old emails, in folders”. (Respondent 13).
Table 6.10 Management of Emails.

<table>
<thead>
<tr>
<th>Management of Emails</th>
</tr>
</thead>
<tbody>
<tr>
<td>Leaving emails</td>
</tr>
<tr>
<td>47% of respondents had no intention of refiling, or categorising their email correspondence. 53% of respondents indicated sorting email in some format.</td>
</tr>
<tr>
<td>Aiming to keep all emails</td>
</tr>
<tr>
<td>64% of respondents stated that they kept all email correspondence and did not delete emails, 36% of respondents cited the practice of deleting some email correspondence</td>
</tr>
<tr>
<td>Left Unopened</td>
</tr>
<tr>
<td>14% of respondents left emails unopened, 86% of respondents either opened all emails or opened some emails and deleted some emails</td>
</tr>
<tr>
<td>Storage and Management Advice</td>
</tr>
<tr>
<td>24% stated that they relied on the advice of others about whether to store, file, or delete emails from their system, 76% of respondents stated that they knew how to manage their email-correspondence independently of others</td>
</tr>
</tbody>
</table>

“I never delete anything. I have two folders that I transfer the emails to. One is called ‘Done’ and the other is called ‘VIP’. Actually - I had to get rid of a whole stack of emails about 6 months ago, the computer sent me a message saying that I had run out of storage space on my drive. So I did delete a lot of old emails. Actually it didn’t make much difference, and then after I spoke to the man at the computer shop he suggested I delete some photos… and I tried that, and it worked, because the message went away after that”. (Respondent 7). With the exception of freeing up space on their systems, most participants did not articulate any reasoning in support of managing their emails.

Almost half of the respondents (47%) cited that they neither “stored” nor “deleted” emails (Table 6.10). Instead they would open them, and leave them in the backlog of emails. Some respondents described this list as a sub group into which emails were deliberately shifted, whilst other respondents described leaving the emails as unopened and then noting them as the emails that remained in bold font on their queue of emails (Table 6.10). A broad range of practices indicates different ways in which emails are managed. Some respondents cited hundreds of emails kept for many years but never accessed. Others cited management practices that demonstrated a low understanding of the storage and management issues from email communication. “I spend a lot of time sorting through my emails these days. I have a set of folders where I allocate emails. Some are for friends, some are for my seniors club, and some are for my utilities. I DO delete emails as well... usually those that are trying to sell me something, as well as the emails that are making ridiculous offers and promises”. (Respondent 8).
From those who retain large quantities of email correspondence, 24% of respondents cited advice from a friend or family member as their reasoning behind their email management practices (Table 6.10). “Once I’ve opened the emails we transfer them to a separate spot on the computer called ‘keep’. My friend makes me choose the ones that I want to keep, and then we delete the others. Then we go to the deleted file and delete them again. I think that’s what we do. I remember my friend saying that we had to delete them a second time to make sure that they are gone” (Respondent 20).

“I delete a lot of emails, and my son tells me that I should be clearing your deleted box out, so I suppose I do have them stored in a file that’s marked delete. Because my son said that even though I’ve deleted them, they are still there. I keep many emails, particularly ones that have got photographs in them” (Respondent 21).

Some respondents saw their email systems as repositories for important documents or pieces of valuable information. “I keep all of my emails… even the rude ones (laughs). You never know when you’ll need them. Actually it comes in handy. I forgot the address of a friend of mine from the UK, and I looked up her old message and got it from that... easy”. (Respondent 11). For some respondents, their email management centred on saving the email into an unread status. “I haven’t deleted any emails yet. I just open them all. I know how to save them as unread, so if there are ones that I want to find again I click them so that they save as unread emails for later” (Respondent 4).

The responses to email management revealed that only 11% of respondents showed either knowledge of or an inclination for the practice of allocating and managing their communications within a set of files. In its place were a set of practices and suggestions that demonstrated minimal understanding of a management approach to emails. Of the total respondents there were 26% who admitted the wholesale deletion of all emails. “Yes I delete emails all the time If they are spam, or unwanted adverts then I just delete them. And I have lots of old emails, but I keep them in separate folders under the names of my different friends.” (Respondent 19).
6.3.6 Issues with Password Protection

This section asked whether older people use passwords to securely access their devices. Participants were asked “Do you use a password to access your computer?” Participants were also asked “Do you have more than one password, and if so, how do you remember them?” (See Table 6.11) The responses demonstrated that a large percentage of participants (37%) allowed others to use their computer and gave them password access. “I have a couple of passwords and a couple of PIN numbers. I write them in a book, which only I know where it’s kept”. (Respondent 18).

Table 6.11 Password Practices

<table>
<thead>
<tr>
<th>Password Practices</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Password access given to others</td>
<td>37% of respondents gave password access to devices, applications, and email correspondence to people other than family members, 63% of respondents stated that they did not give password access to any people outside the immediate family</td>
</tr>
<tr>
<td>Access to family</td>
<td>53% of respondents share their password with someone else (eg: husband, wife, son, daughter), 47% of respondents did not share access with any family member</td>
</tr>
<tr>
<td>Password written on paper</td>
<td>67% of respondents kept their password written somewhere on paper, 95% of respondents made mention of a password or a written reminder for a password, 33% of respondents stated that they did not leave a password written on paper.</td>
</tr>
<tr>
<td>General Password access on devices</td>
<td>72% of respondents do not have a password protecting their computer or mobile device, 28% of respondents had a password or pin number for their device</td>
</tr>
</tbody>
</table>

The question revealed that less than half of the respondents had discrete password protection for their computer or device. Some participants were candid in their acknowledgement of low level password security. “I only have the one password. I use it several times. I keep it written on a piece of paper... and that stays out of sight under the keyboard”. (Respondent 4). Participants demonstrated less concern for a digital password than for other forms of physical security such as keeping their house locked. “Nope, don’t need one. It’s just me at home, who am I trying to prevent from using my computer?” (Respondent 7). More than half of the participants (53%) indicated that they shared their password with another family member (a husband, wife, son, or daughter). “No – err – yes – my daughter and her husband, both know the password for the computer”. (Respondent 10). “Yes – my son has access to everything. I rely on him for setting new things up on my computer, so it makes sense that he can get into the machine too”. (Respondent 17) (Table 6.11). A small number of participants (9%) also shared their email access with a friend. “Just my friend Jane... she helped me to get started”. (Respondent 20).
The findings revealed that 72% of the respondents did not actively use a password to access their computer, laptop, tablet, or mobile phone. Of these participants, some cited their physical protection as a sufficient barrier in preventing access by others to their systems. “It’s just me at home… who am I trying to prevent?” (Respondent 7).

### 6.3.7 Issues with Remembering Passwords

This section asked people who use passwords whether they have multiple passwords, and how they remembered different passwords. This revealed that 67% of respondents kept their passwords written on a piece of paper (Table 6.12). The use of written reminders was prominent throughout 95% of the interviews. In some cases, that paper is hidden, or kept in a purse. “Yes, and I know you will be disappointed, but I keep them all written down on a piece of paper. I know it’s dangerous, and someone could get access to all my computer things, but I really can’t remember the passwords, and I’ve got quite a few”. (Respondent 19). “I keep it written on a piece of paper that stays out of sight under the keyboard”. (Respondent 4). “I have a few of them and I can never remember all of the numbers. I keep then written down on paper so that I can remember” (Respondent 7). One participant acknowledged that their password was stored in written form in an industrial safe for protection. “Yes I have a very dangerous system of writing them down and putting them in a safe”. (Respondent 16). Many of the respondents acknowledged that the storage of passwords in simple written form is potentially unsafe. “I have a few passwords. I keep them on the back of a business card and I keep it in my wallet” (Respondent 22). Several participants explained that they know that the practice is unsafe, yet they continue to follow the practice anyway (Table 6.12). One respondent claimed to be able to remember their password. Two respondents explained that they stored their passwords on a digital storage device that was itself protected by a password.
Table 6.12 Remembering Passwords

<table>
<thead>
<tr>
<th></th>
<th>Remembering Passwords</th>
</tr>
</thead>
<tbody>
<tr>
<td>Acknowledgement of unsafe practices</td>
<td>78% of respondents acknowledged that they knew their system for remembering their passwords was unsafe. 22% of respondents stated assurance of their ability to recall their passwords from memory.</td>
</tr>
<tr>
<td>Password written on paper</td>
<td>67% of respondents kept their password written somewhere on paper, 95% of respondents made mention of a password or a written reminder for a password. 33% of respondents stated that they did not keep their password written on paper.</td>
</tr>
<tr>
<td>Multiple Passwords similarly derived</td>
<td>58% of respondents admitted that they had multiple passwords that are very similar, but have one or two characters that are different. 42% stated that their choice of password was very strong and would be difficult to break.</td>
</tr>
</tbody>
</table>

Some participants revealed that whilst they had multiple passwords, they were essentially derivative versions of the same core password. “I’ve got four passwords that I use, but actually they are really just the same password made slightly differently to the previous password. I have one that is the same as my main password, but it also has numbers after the words. So I really only have one password to remember. If I use the wrong one, I just try the next variation. I have them written on a card that I keep in my wallet... (Don’t tell anybody will you?)”. (Respondent 11). Several respondents relied on changing numbers in a password to create a new password, but would keep the word for their password. “I have some passwords for things such as Banking, Facebook, Ebay, and Hotmail. They are essentially all based upon the same password, but with a few different added numbers and passwords. That way I can remember that the password is one of four possibilities.” (Respondent 8).

Additional responses included difficulties in remembering PIN numbers for Automatic Teller Machines (ATMs) and also for electronic Funds Transfer at Point of Sale (EFTPOS) transactions. “I have other passwords for other parts. I keep them on the notes section of my iPad. I don’t think that I could possibly remember them all” (Respondent 25). 38% of all respondents disclosed that they knew the practice was inappropriate or unsafe. Older people demonstrated through their practices that they are not content to rely on their memories for the recall of passwords on demand. Instead they are reverting to physical security as a means of protecting their assets. “I have a few passwords that I keep on a piece of paper and I leave it under the keyboard. I don’t try and remember them.” (Respondent 23).
6.3.8 Retained reliance upon written (postal) correspondence

This section asked whether people retained a preference for written correspondence (eg: letters) by means of the postal system, or whether they held a preference for online communication systems (eg: email). The query aimed to differentiate frequency of communications, destinations and to ascertain what categories of correspondence were engaged. For example, if written correspondence was a retained practice, did the correspondence take the form of bill paying, or was it more squarely aimed at personal correspondence such as written letters?

The question revealed that 68% of the respondents retained the use of written correspondence in preference to email (Table 6.18). “Yes I send letters in the normal way. It’s not just me that doesn’t know how to send emails (haha)”. (Respondent 12). “Oh yes – I send letters all the time”. (Respondent 9). In the remaining 32% of respondents there was a shared division of correspondence between emails and written correspondence. “I don’t send letters anymore... does anyone? I send Christmas cards, that’s all. Mostly I just use the telephone” (Respondent 7). “I send forms like my insurance renewal off. Anything that needs a signature. Most of my regular bills – I just pay them at the Post. Umm – I send out Christmas Cards each year, at the Post – but I forgot this year, and then it was too late, so I sent a couple of friends a Christmas email. I don’t think they thought much of the idea. Neither replied! (Laughs). (Respondent 11).

The question indicated that there are large numbers of older people who have not accepted email as their principle method of communication (Table 6.13). Some respondents (21%) who notionally reject email cited it as a less useful correspondence platform than the postal system. “Yes – I write letters. Not so many as before, but it’s still a good way to keep in touch. You probably think I’m silly, but I find that it’s quicker to write a letter that it is to send an email. And it’s cheaper too. I’ve spent a lot of money on computer protection programs just so that my email is secure... the funny thing is that I’m still not certain that I’m any better off”. (Respondent 4).
Table 6.13 Reliance on Postal Communication

| Reliance on Postal Communication | |
|----------------------------------|---------------------------------|---------------------------------|---------------------------------|
| Preference on Postal communication over email. | 67% of respondents indicated that Postal Mail was their preferred method of communicating over email. 33% of respondents stated either online usage or preference for an online system of communication. | Postal communications seen as safer | 39% of respondents stated that Postal Mail was either safer or that it was more secure than using email. 61% of respondents stated that they felt email communications was a safe method. |
| Email less personal than postal mail | 32% of respondents indicated that email was either less personal, or deemed inferior to communication by means of postal mail. 68% of respondents stated that email and online correspondence was adequate for each person. | |

This section showed disapproval for email over postal mail (Table 6.13). Respondents gave answers that showed discontent towards email as a replacement for postal correspondence. “I think it’s a bit impersonal if I send an email”. (Respondent 21). Some respondents saw emails as more practical than emails. “I send my grandchildren birthday cards... it’s a good way to conceal a $20 note inside the card inside an envelope, and it’s easier than trying to buy a present these days”. (Respondent 19).

6.3.9 Frequency and Usage of Web Access

This section asked respondents to indicate how often they used the Internet and looked at the World Wide Web. The question revealed a polarisation of two views towards usage of the Internet. There were 53% of respondents who showed enthusiasm in detailing the ways that they surfed the Internet on a daily basis (Table 6.14). “Whenever I have a spare moment... I love to surf the Internet” (Respondent 1). The remaining 47% were far less interested in internet usage in their explanations about surfing the Internet. “Hardly ever. If someone sends me an email ... say for a trip or for a club excursion, then I’ll check out the event and click on the blue words... you know ... the web connection line ... and have a look. If I can see some photos of where we are going, I’m more likely to fork out the money and go on the trip”. (Respondent 7).

Table 6.14 Web Usage

| Web Usage | |
|-------------------|---------------------------------|---------------------------------|---------------------------------|
| Enthusiasm towards regular daily internet usage | 53% of respondents indicated a desire to regularly access the Internet on a daily or frequent basis. 47% of respondents stated that they used the Internet only occasionally or on the basis of a specific need. | | |
This question indicated two distinct groups within the study cohort. There were those who regularly used the Internet, and those who indicated a lack of need to use it. “I don’t use the Internet very much…hardly ever. Only if there is a specific reason or an occasion where I feel I want to get a different perspective about something, like if I’m travelling”. (Respondent 15).

### 6.3.10 Access by others to devices and respondent access to the devices of others

This section aims to determine what issues may restrict or may encourage older people to interact more across different systems and different hardware. Internet usage when examined only based on interaction in one’s own home is an incomplete and therefore potentially inaccurate indicator of usage. Access to other devices may reveal additional information about trusted or non-trusted usage and behaviour. The findings from this section indicated that 94% of respondents interviewed were either unwilling or unhappy at the prospect of using another person’s devices. “No I’m scared of other devices, especially tablets because I don’t know what to do”. (Respondent 6).

### Table 6.15 Access to devices owned by others

<table>
<thead>
<tr>
<th>Access to devices owned by others</th>
<th>94% of respondents were uncomfortable to access and use devices belonging to others, 32% of respondents stated the need to use someone else’s machine for work, or in a public space such as a library</th>
</tr>
</thead>
<tbody>
<tr>
<td>Accessing someone else’s device</td>
<td>27% of respondents were prepared to allow access to family or friends, 0% of respondents were prepared to allow non-family, non-friends access and usage of their device.</td>
</tr>
<tr>
<td>Someone else accessing an older person’s device</td>
<td>27% of respondents were prepared to allow access to family or friends, 0% of respondents were prepared to allow non-family, non-friends access and usage of their device.</td>
</tr>
</tbody>
</table>

Cases where older people extended the access to, and usage of, their own hardware for the benefit of others was deemed by respondents as an appropriate usage. Members of family and friends were granted access by 27% of respondents. The majority of older people stated that others should not have access to their systems. “Nobody uses my laptop… though my husband sometimes uses my tablet”. (Respondent 13). “No never, I don’t!…no” (Respondent 16). “No one uses my computer… however I have used my daughter’s computer on two occasions”. (Respondent 14).
Many older people indicated disquiet towards the notion of extending their interactions and the activities of others into their own hardware and the hardware of others. Respondents were asked about the circumstances when they allowed others to use their hardware (Table 6.15). "Only my grandchildren, when they come over I don’t really get to use it (the iPad) anymore". (Respondent 2). “I have a computer and a tablet and a smartphone... and nobody else uses it apart from my son and my daughter-in-law. I use other people’s computers if I help with relief teaching, that’s all”. (Respondent 21). “No it’s just me. Oh and my son has helped me to set up email and so on, but that’s all”. (Respondent 11).

Information stored on their own machines was a minor theme with 77% of respondents citing usage restrictions on others was restricted to specific friends and family. “Only my two friends, they are my teachers really, they are helping me to use the computer. I don’t use anyone else’s though, except at the public library. I have used that a couple of times too”. (Respondent 4).

6.3.11 Knowledge about smartphone technology

This section looked at specific knowledge about smartphone technology. Participants were asked to explain the difference between smartphones and other mobile phones. The findings for this section indicated that the majority of respondents were not well acquainted with smartphones and mobile phone technology. The results show that 68% of older people had little or no knowledge about smartphones (Table 6.16).

<table>
<thead>
<tr>
<th>Table 6.16 Smart Phone Technology</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Smartphone technology</strong></td>
</tr>
<tr>
<td>-----------------------------------</td>
</tr>
<tr>
<td>Basic understanding of the</td>
</tr>
<tr>
<td>application or internet</td>
</tr>
<tr>
<td>capabilities of a “smartphone”</td>
</tr>
<tr>
<td></td>
</tr>
</tbody>
</table>

Most of these respondents were unable to articulate meaningful descriptions about the key differences between mobile phones and smart phones (Table 6.16). Most respondents did not understand the implications of a phone that could harness the Internet, and reverted to making comparisons on the basis of phone calls. “I don’t really know much about smart phones, I think they can go online for messages too can’t they, but whenever I’ve checked them they are really pricey. I’ve got my phone at home and that’s enough for me”. (Respondent 7). Some respondents had very little understanding of the key differences. “I suppose being smart it’s more of a fashion accessory... ha ha ha. No sorry, I don’t know what’s so smart about them at all”. (Respondent 2).
Beyond the phone comparisons, some respondents understood some of the fundamental differences. “A smartphone is newer. It’s one of the expensive mobile phones that also has a computer in it. You can use it to read emails and you can play games on it”. (Respondent 8).

6.3.12 Banking Practices and the problem of statements

This section asked respondents about aspects of online banking. The findings showed that the majority (72%) of respondents were dependent upon banking statements that were delivered by postal mail (Table 6.17).

<table>
<thead>
<tr>
<th>Bankiing and Statements</th>
</tr>
</thead>
<tbody>
<tr>
<td>Reliance on paper statements</td>
</tr>
<tr>
<td>Trust in paper statements</td>
</tr>
</tbody>
</table>

In terms of financial systems and the shift to online processes, most older people remain confident of the existing physical systems of banking. “I rely on printed bank statements. I don’t trust the iPad for banking, and it’s far too complex anyway. Instead, I just go to the bank and withdraw money when I need it. If I’m unsure about the balance, the teller at the bank will print me a sheet with my balance and a copy of recent transactions so that I can work out how much money I have”. (Respondent 2). Some respondents showed concern at the additional burden of online banking, either in terms of their understanding of how to perform online tasks, or in terms of banking without the help of others. “I haven’t got to any of that stuff for the computer yet. I am not ready to do money things because I really have no idea about how my computer works. I get a statement in the mail though, and the girls at my bank all know me, so if I ever have a problem, they are really helpful. They let me know if I am getting close to my limit on my credit card” (Respondent 4). Other respondents were confident in using online banking to find out their bank balance. “I occasionally do it online... on the tablet” (Respondent 13).
For most interview respondents their banking habits are disconnected from, or only partially connected to, online banking. “I do have a banking program, but I don’t use it very often. My son set it up, but I find it too complicated, and I would rather just look at the statements that come in the mail”.” (Respondent 17). Several respondents spoke of not needing to do anything online. “I check it at the bank. I still have a passbook and the teller keeps it up to date for me. I also get statements in the mail. So I don’t need the computer to do anything”. (Respondent 20).

Those who engage more closely with online banking are capable of describing a process in which their banking is perceived to be dependent upon online structures that may or may not appear flexible. “I wait for the bank to send me an email telling me that my statement is ready. I click on the link and it changes the webpage to the bank banking pages. Then I have to fill out my account name and password. Actually it has two passwords, so it’s really safe, although I can’t remember the passwords, so I guess that’s a problem. Once I’m in to the account, I can print off the statement or save it onto my computer. I usually do that, and then check my statement in my own time. I don’t like the idea of staying online with the bank for too long because I don’t want to get hacked”. (Respondent 8).

6.3.13 Online Banking versus ATM versus Teller banking

This section asked respondents to indicate their money-transfer banking practices where the choice existed between banking online, using an Automatic Teller Machine (ATM), or conducting their business through a physical interaction with a teller at a bank, as per Table 6.18.

Table 6.18 Online, ATM, and Face to Face banking.

| Preference form banking | 68% of respondents preferred to make a transaction face to face with a person in a bank, 12% of respondents stated that they felt they were either slowing the bank inside or slowing down the queue at an ATM, 32% of respondents preferred to use an online system to perform their banking transactions |
| Trust in ATM banking | 28% of respondents were not prepared to use an ATM at night or where the ATM machine was located externally after business hours, 18% of respondents prefer to go inside a bank because they are known to staff inside the bank, 72% of respondents used an ATM as and when required |
| Accessibility issues | 38% of respondents cited difficulty with accessing the ATM due to screen size and vision-related accessibility, 13% of respondents stated the need for assistance in banking (across all formats, 62% of respondents stated that they were able to use ATM machines, |
42% of respondents cited that they did not trust some ATM environments. In some cases, they preferred to use an ATM inside a busy shopping centre, or otherwise use the ATM machine located inside a bank branch. 28% refused to use an ATM at night or where the machine was located on the outside of a shopping centre before or after normal trading hours. 68% of respondents preferred to make a transaction with a person (ie inside a bank) rather than use an ATM or via online banking (Table 6.18). “If I use an ATM machine, but only the ones at the bank, just inside the glass doors.” (Respondent 14) Accessibility issues are associated with the use of ATMs. 38% of respondents cited difficulty with the size of the screen at their ATM and the need to either be with someone else to assist using the ATM, or to go into the bank in person. “I have used the ATM a couple of times, but it’s too hard to read. The screen is tiny and I just can’t read the instructions. I go inside my bank most times, but I try and go when they’re not too busy and I don’t hold anybody up in the queue”. (Respondent 4). Some respondents stated that they trusted handing their money to a person more than trusting it to a machine. “I don’t trust the machine (ATM). If I’m depositing money – I like to give it to someone in person.” (Respondent 8)

6.3.14 Trust and Usage of Social Media

This section asked respondents about their preferred social media platforms and asked what participants used, or were intending to use. Respondents were asked about their knowledge of social media and their trust and usage of social media. Nearly half of all respondents (48%) stated that they had no intention of trusting or using a social media platform. A further 17% of respondents had considered using social media, but were hesitant because they had heard of issues from others. 71% of the respondents cited a safety or security concern in being involved in social media. 97% of all respondents referred to Facebook. 93% of respondents showed some level of concern for safety if using Facebook (Table 6.20). Some respondents referred to social media usage that was more purpose-driven, such as the need to buy or sell things through social media sales platforms such as EBay and Gumtree. Others stated their distrust for social media, making connections between the advertising columns in Facebook and attempts to lure them into buying things online (Table 6.21).
Table 6.19 Social Media Intended Usage.

<table>
<thead>
<tr>
<th>Social Media Intended Usage</th>
</tr>
</thead>
<tbody>
<tr>
<td>Intention or aspiration to use a social media platform.</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
</tbody>
</table>

Almost half of all respondents negated the intention to use a social media platform (Table 6.19). “I don’t trust any of that nonsense. It’s just a way for them to find your secrets out isn’t it? They lure you with the idea that you can see photos of your family and friends, whilst they suck you dry for information and sell it to others … at least that’s what I think.” (Respondent 2). Others spoke of their concerns at using social media based on the advice of others: “None so far. I have talked about facebooking a lot but there seem to be quite a few of my friends who think it’s too dangerous, so I’m not in a real hurry” (Respondent 4).

Table 6.20 Social Media Trust and Usage.

<table>
<thead>
<tr>
<th>Social Media Trust and Usage</th>
</tr>
</thead>
<tbody>
<tr>
<td>Safety or security</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>Trust perceptions of Facebook</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
</tbody>
</table>

The results showed a high level of concern for the use of social media and in particular Facebook. Whilst 29% of respondents stated that they were users of social media, 71% cited safety or security concerns in engaging with social media (Table 6.20). “I’m not joining Facebook because it’s too dangerous – and I’ll have my identity stolen from me.” (Respondent 5). Some respondents went further, saying that the preferred to communicate in face to face ways rather than by using social media. “I don’t use any of that stuff. I keep getting asked to use Facebook, but I prefer to talk to people face to face … or just use the phone.” (Respondent 7)
Some respondents were involved because of a sense of purpose or need. “I have a Facebook account and an EBay account, oh and Gumtree.” (Respondent 8). Whilst some respondents viewed Facebook as an appropriate environment to swap goods and information, other respondents saw a separation between social media and the goods-based platforms such as eBay and Gumtree “Everybody wants me to join Facebook. A load of nonsense if you ask me. The only one I look at is EBay, but I’ve never actually bought anything from it.” (Respondent 11). Some cited that they had no need for social media at all. “No – I don’t want to be on any of those, it doesn’t appeal, and I don’t have the need. I don’t want millions of people who don’t know me trying to become my friend, I’m too old for that sort of stuff” (Respondent 14).

### 6.3.15 Perceptions from Jargon

This section looked at the level of familiarity that older people had with terms that are referred to in the context of ICT information security. Respondents were asked about their understanding of two terms that emerged from the literature review as being of significance and influence in the security, usage, and trust of online banking systems. By looking at the terms “Cookies” and “Trojans” the responses indicated that older people had a limited range of understandings about terms that are in common usage and which are often referred to in the context of trust and security in ICT (Table 6.22).

### Table 6.21 Social Media Purpose-related Sales Usage Vs Targeted advertising.

| Issues where social media used to buy or sell, versus issues where a social media platform was advertising to sell to the user | 29% of respondents cited they would use social media selling platforms such as Gumtree and Ebay. 62% of respondents stated that they wanted to ignore the lure of social media, 9% of respondents indicated they had no need to look at social media |

<table>
<thead>
<tr>
<th>Knowledge &amp; Opinions of Technical Jargon</th>
</tr>
</thead>
<tbody>
<tr>
<td>Knowledge and Understanding of Cookies</td>
</tr>
<tr>
<td>Knowledge and Understanding of Trojans</td>
</tr>
</tbody>
</table>
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The responses showed both ignorance and misunderstanding towards terms and jargon that are in common usage in ICT context where trusted usage might include basic technical knowledge. With reference to the term “Cookies” 74% of respondents explained that they did not know what the term meant. 18% of respondents said that they weren’t sure what they were but that they felt that they were something to be wary of (Table 6.22). Several respondents made inferences based on pop-up requests that they had seen on their devices. “I know they’re bad on my iPad because I often get asked with a box that says: ‘Can we use Cookies?’... So that can’t be good.” (Respondent 2). Others made suppositions based upon their cited limited understanding that they might be dangerous because there were options that allowed the user to delete cookies. “I don’t fully understand them – I’ve heard of them – and I know on my tablet there’s a thing where you can delete cookies ... which I do. Because I think that they show where you’ve been.” (Respondent 13). Some respondents saw them as a requirement that meant some applications needed the user to have cookies. “I know for some things you have to have a cookie – but I sort of feel vaguely uneasy about using them – I think I’ve heard that we can identify information about me. It’s my own ignorance.” (Respondent 14). Several respondents were wary that cookies would enable some form of tracking and identification. “I know about these – because they sometimes come as a question asking if I want to accept cookies – especially on the iPad. It’s so that they can track where you look on the Internet isn’t it? I don’t have any secrets, it’s not as if I look at anything naughty (laughs).” (Respondent 19)

Respondents had varying degrees of understanding about the term “Trojans” (Table 6.22). 58% of respondents were unsure of exactly how a Trojan might make their online banking practice unsafe, but felt that they knew that a Trojan was representative of something unsafe. 42% of respondents were ignorant of the term Trojan” and of any effect that a Trojan could have upon secure online banking (Table 6.22). “I don’t know much about Trojans – but I think they’re bad too”. (Respondent 2). Several respondents took guesses as to what was meant by the term “Trojans”. “Nothing ... I don’t know... though I’m guessing from the name that it’s something bad?” (Respondent H8). Many of the responses showed some portion of understanding in combination with statements of uncertainty. “I don’t know; I’m grasping at straws a bit – are Trojans like infections? – No I don’t know.” (Respondent 15). Some
respondents associated usage of an Apple product as protection against Trojans. “Yes – they are dangerous aren’t they? I know that if I get an anti-virus message about a Trojan that it’s a serious thing. That’s why we have the Apple computer because it’s much safer.” (Respondent 19).

6.3.16 Perceptions about online deception.

Respondents were asked if they thought that they had ever been deceived online. The responses were varied. They showed that there were a variety of different perceptions about online deception. Responses were more consistent in their identification of friends who they knew had been deceived online. Responses indicated that attempts and deception is widespread. 75% of respondents indicated an agreement or statement about some form of online deception that either they or friends that they knew had experienced. 68% of respondents stated that they knew of a friend who had been scammed or deceived online (Table 6.23).

Table 6.23 Perceptions of Online Deception.

<table>
<thead>
<tr>
<th>Perceptions of Online Deception</th>
</tr>
</thead>
<tbody>
<tr>
<td>Older persons knowledge of a friend who had been deceived online</td>
</tr>
<tr>
<td>Recognised an attempt at online deception</td>
</tr>
</tbody>
</table>

Many respondents spoke of what they had heard from others as part of their knowledge about online deception experiences. “I don’t think so. My friend has – she said she ended up getting a computer technician who needed three weeks to get rid of something that infected her computer. That’s why I’m just going slowly, slowly for the moment. I don’t want to make a mistake and then end up paying for it later.” (Respondent 20). Other respondents recalled specific events that they could recall personally. “Yes I think I have been scammed before … it was an email to day that there was a parcel available at the post office – and I had to print out a receipt so that I could collect it – but I had to verify my information – so I sent it off – and then afterwards I found that there wasn’t any such parcel – I had
just handed over my personal account information. I had to change my account at the bank.” (Respondent 21). Some respondents recalled emails and phone calls that appeared to the respondents as attempts to deceive them. “We’ve had loads of those scam emails. We’ve had ones from Nigeria, and several about winning lotteries. They are so easy to tell as fake. Oh and we get the Microsoft phone (call) … just about every week. I happily tell them that I have a Mac and then they hang up, it’s the best thing to say. Mind you – there is always another person ringing up again.” (Respondent 19). Other respondents stated that they were confident that they were unlikely to befall an online deception. “No – I’ve heard of others – but I don’t get many emails so I reckon I’m fairly safe.” (Respondent 18).

Several respondents (13%) revealed that they could relate an experience an incident where they had been deceived and had required the assistance of an IT technician or a repair service centre. Some reported a financial incident whereby part of the incident required them to change banking account numbers or credit cards in order to prevent further losses (Table 6.29).

Table 6.24 Experienced Online Deception.

<table>
<thead>
<tr>
<th>Experienced Online Deception</th>
</tr>
</thead>
<tbody>
<tr>
<td>Older persons experience of an online deception.</td>
</tr>
</tbody>
</table>

The majority of respondents did not indicate a personal experience of online deception, whilst 13% of respondents cited an experience that required some form of repair or intervention in order to return to their previous online system. In some instances respondents cited that they were safer because they used Apple products. “I did have one time when I got an email saying that my storage was full (I do keep quite a few emails), and I foolishly clicked on the line that they said to click in order to fix the problem. Then after I filled in my password I realised that I could no longer access my emails. Someone told me that I had been hacked. Anyway after I went to the computer shop, they helped me get my account back, we had to reset my password quite a few times – just to throw the hackers off the scent I suppose … anyway it all worked out in the end. That’s why I bought an Apple computer. It’s so much safer now, and I never get that kind of email anymore.” (Respondent 8). In an isolated instance one of the respondents acknowledged falling victim to a financial deception involving a sizeable sum of
money. “Um – pause – I have actually. I got an email from a man who said he was collecting money for a wonderful cause that helped African boys to receive enough money to go to school. Well it turned out to be a scam, but not before I sent him quite a bit of money. It was nearly $15,000 in the end. I just delete most of my emails now. It was a very nasty experience.” (Respondent 2)

6.4 Interviews Part Three – Trust and Money

The third section of interview questions focused on issues of trust and money. The questions also explored issues about the trust of online information. Respondents were asked a series of questions designed to elicit responses that differentiated between the trust held in people and organisations, and the trust held in online systems and computer programs. Questions were also asked about trust in smartphones and their associated apps. Respondents were asked questions that aimed to establish the ways and means by which participants reconcile ideas about technology trust.

There were five questions that were put to the participants. The first question asked “Why do you/don’t you trust computers? The second question asked participants “do you know enough about computers to feel comfortable using them for finance and banking? The third question asked about Facebook usage and whether you would trust someone else to set up a Facebook account on your computer or device? The fourth question asked people to consider engaging with an online banking program where you were required to trust the bank even before they had made a transaction. The last question asked about the trust people have in a smartphone to store personal information. All five questions provided a challenge to participants by asking them to consider situations where the security of participant assets was potentially at risk.

6.4.1 Sending money and trusting issues

This section asked respondents about why they did, or did not, trust computers. Respondents had a variety of reasons in support of their answers (Table 6.25). Some respondents pointed out that in instances where they had no choice but to use an online system, it was difficult to trust a system because there was no choice about whether the system could be swapped for something alternate.
Table 6.25 Trust issues with money transactions

<table>
<thead>
<tr>
<th>Trust Issues with money transactions</th>
</tr>
</thead>
<tbody>
<tr>
<td>Trust in using a computer for money transactions</td>
</tr>
<tr>
<td>Trust in one’s own skill and capability whilst using a computer for money transactions</td>
</tr>
<tr>
<td>Trust for passive (online bank statement viewing) versus active (making an online transaction) interaction</td>
</tr>
<tr>
<td>Trust from forced and imposed usage of online banking</td>
</tr>
<tr>
<td>Trust in online banking versus emails</td>
</tr>
<tr>
<td>Trust in emails and offers relating to online banking</td>
</tr>
</tbody>
</table>

Some respondents (56%) said that they did not trust online banking as a system for the purpose of making financial transactions. The remainder of the respondents characterised the trust in online banking by referring to having the necessary competency to undertake online banking (Table 6.25). Several respondents stated the need for significant training before they would trust using an online system for financial transactions. “I don’t really trust computers because they seem to be more complicated than I can understand. I just don’t get them. I mean I have tried to do things to change my settings, but it just gets too hard. There seem to be an endless supply of options, and I’m never really sure whether I’m making the right choice. To tell you the truth, they make me realise that I’m a bit of a dummy.” (Respondent 2). Some respondents explained their lack of trust in terms of trusting themselves to use an “online-only” system, where none of the other supporting options (such as postal statements and bank branches) were available. “It’s not just a trust issue – it’s also about choice. Take banking for example. I can go to the bank, I can use an ATM, or I can do banking from my PC. But if you force me to only use the online system – then I’m hesitant to trust it.” (Respondent 1)
A significant number of respondents (44%) stated that they held concerns about their own capability to securely undertake financial transactions using online banking. Responses noted caution about the combination of both inadequate self-capability and hesitation to trust in a system that allowed people of low capability to use it (Table 6.25). In these examples respondents are citing their inability to trust a system because of a lack of information about online banking as well as a lack of computer background and skill on their own part. “There seem to be an endless supply of options – and I’m never really sure whether I’m making the right choice. To tell the truth – they make me realise that I’m a bit of a dummy.” (Respondent 2). Some respondents saw their own lack of information as the reasoning behind not trusting computers; they focussed on their likelihood of losing money by using computers. “It would just be too dangerous for me; I’m too old, I don’t know all the tricks and traps, and I’d end up losing money. So I don’t trust computers for that.” (Respondent 4).

The respondents were split in regard to what kind of banking transactions that they would undertake safely and securely. 46% of respondents indicated a limited acceptance of using online banking, citing their preference to passively use online banking to see statements and balances, whilst 56% of respondents stated that after sufficient training and skills, they would undertake regular online banking in both a passive and an active transactional sense. (Table 6.25). Some respondents explained the difference in terms of either banking using a variety of bank options to banking using only online banking. These comments regarded the options that were “online only” as financially insecure. “You hear so many stories about how unsafe it all is. Every time we go to the seniors’ club – that’s the main topic of discussion. It’s almost a competition to see who has the scariest story. None of us trust computers. But we know that we are increasingly getting told that we have to use them. That doesn’t make me trust them any more I’ve got to tell you. The money side of things is the most worrying. I just can’t afford to lose the money I’ve got. If I start to trust computers and lose it – what will I do, then?” (Respondent 5).

28% of the respondents stated that using a computer was unsafe, and that there was a high probability of being taken advantage of by either a system, a criminal, or an organisation. Some of these were prepared to look at emails and internet, but not to attempt online banking (24%), whilst others
(17%) were prepared to passively look at online statements but were not prepared to actively undertake transactions using online banking (Table 6.25). “Sometimes I get these emails sent to me – they ask me to try things – and that scares me – so I just ignore them. But it worries me. I don’t trust the emails at all. So I try not to read too much of it – I just delete the emails as quickly as I can so that the viruses can’t get in to my computer. If I’m not sure then I turn it off at the wall so that they can’t get started, you know – they can’t get a foothold inside the computer. I don’t know if they’re real or not – but I just don’t want to take a chance.” (Respondent 6)

72% of the respondents regarded online banking as having a much higher level of risk than other computer activities such as emails and internet browsing. Many respondents combined their online banking risk aversions with hesitations about their own online skill capabilities (Table 6.25). “I don’t use my computer as much as others … I’m sure. I really missed the boat when there was an opportunity to learn about computing. So I don’t do anything outside of what is comfortable. I can read emails and I know how to get on to Google, so I can check things out if I need to. It’s not that I don’t trust computers, but I know that if I tried to use the computer for other things I would be trying things that might put me at risk, so I just don’t do anything that isn’t about emails really.” (Respondent 7). Some of these respondents cited a partial trust in computing, stating a trust in the reliability for the computer to turn on or to operate normally. However they also cited a lack of trust in the computer system not to be infected with malware (Table 6.25). “I trust them for simple things such as sending and receiving emails. But when you look at some of the social media programs – they are just asking for trouble. It’s no wonder many people fall victim to scams. It’s full of strangers making claims and offers. It’s not an honest environment. So I don’t trust it. As for the machine – it’s like any other – I trust it to turn on when I switch it on – but then there are so many stories about viruses that I think – how can I trust a computer. I’m not very skilled at computing – so please don’t ask me to identify a virus – I wouldn’t know where to start. So in that context – no I don’t trust computers.” (Respondent 9)
There were 32% of respondents who spoke in terms of their own capabilities, citing that the main area of trust was in trusting themselves or their own actions rather than the trust associated with the computer itself. 12% of Respondents (overall) spoke about fault and blame in assigning the problem of trust to their own abilities and behaviours (Table 6.25).

“It’s not that I don’t trust computers, but I guess I don’t trust myself … I mean I don’t really need to trust computers. I’m quite happy as I am, I would like to buy things from eBay, but it’s no problem, and my son said he’d get anything for me if I wanted a specific thing online. I’m lucky like that – so I don’t have to trust in computers because I’ve got other people. And they’re a lot better at using computers than me that for sure (laughs).” (Respondent J11)

Responses to the questions about trust in computers attracted many detailed replies. Participants gave responses that tied multiple trust-related elements into reasoning about the various elements of trust in terms of hardware, software, personal capabilities, and financial risk. Included in these responses were a range of answers that stated that the effort required to maintain the required skills and knowledge was increasing. 13% of responses stated that they felt they would never catch up to the required level of skill and knowledge to be able to trust in the usage of ICTs for online banking. “I don’t particularly like doing anything involving money. I’m not really “anti” the digital world and using computers, but on the face of it I think it’s far more-risky, and it’s a lot harder to form an understanding. So it’s partly that I’m not ready to do something, like banking online, but I think it’s more because there are so many security issues that relate to computing. I hate passwords – they are the bane of my life – but I don’t want criminals and hackers to enter my computer. I don’t want to have someone steal my identity, and I don’t want to get scammed. I constantly get reminders that I am at risk, and the whole thing makes me realise that I really can’t trust computers in general. Yes, it’s partly my fault – because I don’t know enough – but it seems as if there is always something new to learn, or a new app to download, or something. It’s never ending. It’s not like learning to drive. When I went for my licence) many years ago of course) I had to sit for the test and pass the driving exam. After that I was fine. But when I’m using the computer – it seems that I am constantly having to learn something new – or to update
something. I get the sense that I will never reach the point when I will be sufficiently knowledgeable that I’ll be able to use the computer with any real confidence. (Respondent 17)

24% of respondents stated that they were unhappy that they were forced to use a computer where it had replaced a physical human system (such as bank tellers or postal statements) which had, in their opinion, being running to a satisfactory level. These respondents were explaining that there were previous (non-computer) systems and arrangements with which respondents were quite happy with, and for which the need to change to a computer-related course of action implied some level of distrust (Table 6.25). “I don’t think I should have to do this. Let me say this – Do I trust strangers that come to my door or approach me in the street? No. Do I trust computers that send me messages and offers and requests that I haven’t asked for? No. The whole idea is that computers are strangers to me – or if you like computer machines bring strange offers into my life, and I totally reject that idea. I don’t want it, I didn’t ask for it, - it shouldn’t be something that takes up much of my thinking. So I don’t trust computers because much of the interaction – the emails – the Facebook – the offers off taking up a financial banking app – they are all about pretending to help me – when in fact they are all about helping some other group or business. There are the email scams – some might be from individuals and others from organised criminals – but then there is Facebook that gives or sells my details to businesses, and then there are banks who want me to work for them. They want me to download my statement, print it out on my printer, with my paper, my ink, and my time, and they want me to take the risk of knowing my password, paying for anti-virus to keep my computer secure, and essentially doing a whole range of things that the bank already did when they sent me a statement in the mail. I don’t trust computers – and I don’t trust people who are trying to make me use them more and more.” (Respondent R18).

6.4.2 Comfort levels when using computers for Finance and Banking

In this section, respondents were asked if their level of comfort extended to using computers to undertake financial applications and online banking. Of the respondents 61% stated that they were not comfortable to do their own online banking. Some respondents (12%) stated that they felt that they were uncomfortable because they felt they were forced to learn about online banking (Table 6.26).
Respondents made a clear distinction between the access of a balance using an online banking app, and the more active use of setting up a computer for the purpose of sending money, paying bills, and using a computer for online banking transactions. In some instances respondents equated comfort with usage. Other respondents described their comfort in terms of whether their usage was voluntary or mandatory. Some respondents drew a connection between comfort and security. Other respondents connected comfort to the idea of skill and capability. Some respondents described their comfort in terms of the level of complexity or simplicity attached to what they were doing.

Table 6.26 Comfort levels in online banking.

<table>
<thead>
<tr>
<th>Comfort levels in Online Banking</th>
<th>61% of respondents stated that they were not comfortable to do their own online banking. 32% of respondents stated no uneasiness at online banking, 7% of respondents stated that they felt at ease using online banking.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Discomfort to conduct one’s own online banking</td>
<td>12% of respondents stated that they were forced to learn about online banking despite the desire to return to more comfortable systems such as face to face branch banking. 37% of respondents stated that online banking was being imposed upon them with very little real choice to avoid it. 51% of respondents stated that they understood the need to offer online banking as an option.</td>
</tr>
<tr>
<td>Forced to learn</td>
<td>32% of respondents stated that they did use online banking on a regular basis and that the process was simple. 7% said that they felt slightly uneasy about doing online banking. 47% of respondents said no to online banking. 14% stated they definitely wouldn’t use online banking.</td>
</tr>
</tbody>
</table>

The majority of respondents stated that they were uncomfortable with online banking. “I’m not really comfortable – no. There’s just too much at risk. I’m not trained in online computer finance. That’s what the tellers at the banks are for.” (Respondent 21). Some respondents stated that they felt forced to take part in online banking and mentioned that this was a factor in their discomfort in using online banking over other methods. “I do use a computer for banking, but I don’t trust myself all of the time, and I do feel that it’s quite a lonely thing to learn... to use computers, I’m not sure that I’d describe it as ‘comfortable’ but necessary. I don’t really have much of a choice” (Respondent 8). Other respondents cited that they were comfortable with using online banking. “Well yes – as I said – although with some help from my husband (He worked for a finance company and he knows his way around all of our systems.” (Respondent 19).
6.4.3 The Setup and Adoption of Social Media such as Facebook

In this section respondents were asked to comment on their social media usage and in particular their association with Facebook. Each respondent was asked to comment on whether they set up their own Facebook account, or whether they had assistance from someone else. Respondents were asked to explain whether they would trust someone else to set up a social media platform for them and under what conditions would they trust someone else to use their computer or mobile device (Table 6.27).

Table 6.27 Setup and adoption of social media

<table>
<thead>
<tr>
<th>Setup and adoption of Social Media</th>
</tr>
</thead>
<tbody>
<tr>
<td>Independence and assistance to set up Facebook</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
</tbody>
</table>

Many respondents related their decision to either setup or not setup Facebook in terms of a reliance upon someone else. Facebook usage was connected with the approval or non-approval of another, rather than on their own judgement or independently formed opinion. The reliance upon someone else was in some cases connected to a decision not to set up Facebook or social media. In other cases the reliance on someone else showed an extended trust in that other person to the point where they would set up a Facebook account (Table 6.27). “I would get my son to set it up, I trust him, or perhaps someone from the seniors club that I trust.” (Respondent 21). Some respondents explained that their use and installation of Facebook was conditional upon support from others. “Yes we have Facebook. My son set it up and showed us how to set the privacy settings so that only our friends and family could see what we put on Facebook. I know I’m old, but my family is making sure that I stay very tech savvy.” (Respondent 19). Other respondents stated that they felt that they were coerced, but remained unwilling to take part in using Facebook. “No my daughter tried to set it up for me – but we haven’t used it. I don’t trust it – and I don’t want to give up my details and secrets to the rest of the world. I’m a private person and I’d like to keep it that way.” (Respondent 5)

Many respondents referred to the need to have someone else assist to set up Facebook because they did not have sufficient skills to set it up on their own. Other respondents described the need for
someone else to assist in terms of their trust in that person, and their decision to use (or not use) Facebook on the basis of the usage of that other person. Several respondents made a connection with the expertise or IT related background of another person as an important part of the decision to proceed with the installation and setup of Facebook.

Only 6% of respondents stated that they would install and set up Facebook on their own and without assistance from someone else. Some respondents spoke of installing Facebook in terms of the Facebook program being installed onto their computer. Other respondents described the installation of Facebook as a more involved process that included not just the installation of a program, but also the set-up of internal settings and features (such as privacy settings, and security settings) so that the program was prepared and able to withstand security-related interactions of concern and incidents perceived as risky. “Never again, I had it, it was stupid, and then I was bombarded with people trying to sell something. There were endless emails about things others had done – and I just couldn’t keep up. I mean – if I want some company – I’m better of going to the (seniors) Club.” (Respondent 2)

6.4.4 First time trusted usage of online banking

In this section, respondents were asked about using a banking application for the first time on a mobile device. They were specifically asked what would give them sufficient trust to use an online banking application (Table 6.28). Several respondents described the need for IT training. Some respondents were specific in describing the need for either a sustained period of training, or specifically face to face training, or sufficient training to provide a high level of proficiency. The answers from respondents in some cases stated that long periods of training, “months”, would not be enough time for them to gain sufficient proficiency to be able to use an online banking application for the first time. Others stated that there was no level of training that would be sufficient to enable them to develop enough trust in an online banking system (Table 6.29).
Table 6.28 First time trust of online banking.

<table>
<thead>
<tr>
<th>First Time Trust of Online Banking</th>
</tr>
</thead>
<tbody>
<tr>
<td>No trust in first attempt at online banking</td>
</tr>
<tr>
<td></td>
</tr>
</tbody>
</table>

The majority of respondents stated that they were unlikely to trust their first attempt at online banking. Responses included the need for extensive training and assistance, and many responses indicated the need for human interaction as part of a person’s first attempt at online banking. “I wouldn’t ever use such an application – not unless it came with a full time computer technician and someone on hand to constantly explain everything... and I don’t mean a help desk or a call centre either. No. I would need someone physically in the room with me – showing me – slowly – and teaching me what to do. And they would need to be patient – because I’m not the kind of person who gets things the first time. You would need to show me several times for me to understand.” (Respondent 2)

Table 6.29 Sufficient Training for First Time Trusted Use

<table>
<thead>
<tr>
<th>Sufficient Training for First Time Trusted Use</th>
</tr>
</thead>
<tbody>
<tr>
<td>The requirement to receive enough training so that a person would engage in using an online banking system for the first time.</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
</tbody>
</table>

The majority of respondents (67%) stated that they would not have any trust in their first attempt at online banking (Table 6.28). 26% of respondents stated that they would need specific training before attempting to use online banking for the first time. Respondents commented on the need for training, and expressed their needs with a variety of stipulations: that some would need extensive or lengthy training, whilst some stated the need for face to face training and side by side assistance. The answers regarding trusted use drew out strong responses that placed a high emphasis on ICT expertise and capability when connected with personal online control of a financial application.

Many respondents cited their need for training as part of the necessary steps towards trusting the use of online banking. “Lots and lots of training. I just think it’s an unnecessary risk ... and I don’t see the need to take risks like that. Right now, my money sits in bank accounts, and I can get at it when I need to. I would need to feel proficient at using my computer to start using anything online for money.”
I think I’m much safer letting the experts do online things to my money. That’s what the bank does best ... not me.” (Respondent 7). For some respondents there was no sufficient amount of training that would allow for a respondent to trust the use of online banking. “I wouldn’t try this – even if I had many months of training. The bottom line is that there are some things that you shouldn’t put at risk – and at my age – my money and my savings are not worth putting at risk.” (Respondent 9)

6.4.5 Trusted Information on Smartphones

Respondents were asked in this section to explain their trust in their smartphones. Respondents explained about whether they trusted their smartphone as a place where personal information was collated. 23% of respondents stated that they trusted their smartphones, and that they used them for keeping contact information and for internet access. 63% of respondents stated that they either did not know or did not understand how a smartphone kept trusted information. 13% of respondents stated that they could not store trusted information on a smartphone because of accessibility reasons such as the inability to read small print, and the ability to use the phone securely or properly (Table 6.30).

<table>
<thead>
<tr>
<th>Trusted information on smartphones</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Trusted use of smartphones for stored information</td>
<td>23% of respondents stated that they trusted their smartphones</td>
</tr>
<tr>
<td>Lack of understanding of how a smartphone worked</td>
<td>63% of respondents stated that they either didn’t know or didn’t understand how a smartphone could store trusted information.</td>
</tr>
<tr>
<td>Accessibility Issues</td>
<td>14% of respondents stated that they could not store trusted information on a smartphone because they were unable to see or navigate the smartphone in a manner that was safe or secure.</td>
</tr>
</tbody>
</table>

Many respondents demonstrated limited understanding about smartphones and their capabilities. Some respondents cited that they had limited trust of smartphones, and did not see the need for trusting smartphones to store information. “No I don’t trust smartphones to store anything. I don’t have one, don’t intend to have one, ... I can’t even read the numbers on the phone anyway, so it’s useless to me, You’d need a phone with big numbers like my home phone. I don’t think they’ve made that model yet have they?” (Respondent 7). Other respondents cited the burden of using a smartphone when they were still in the process of learning to trust other technology devices such as desktop computers, tablets and
other mobile devices. “No – my son says they are very insecure. So I have resisted the urge to buy one. …It’s just another thing to master and that makes me realise that I’ll never know enough to be secure. I’m still getting my head around the computer at home.” (Respondent 17).

6.5 Interviews Part Four – Decisions of Trust, Acceptance or Rejection

The fourth section of interview questions looked at the issues of trust in greater depth. Respondents were asked to discuss technology trust in terms of risk. Additionally, they were asked about their perceptions of confidentiality and online systems. In particular, the respondents were asked about instances where they trusted other humans, advice from friends, and a range of aspects pertaining to online banking.

6.5.1 Trust in sending money, and using someone else’s computer

In this section the question of sending money is used to get respondents to consider their specific trust (or lack of it) in regards to the challenge of sending money. By asking a question that specifically relates to a trust function involving a financial transaction, respondents gave experience-based answers to questions of online trust (Table 6.31). The act of asking respondents to consider trust as connected to a device or a system assists to delineate between the trust that people have in hardware and software and the trust that people have other people.

<table>
<thead>
<tr>
<th>Trust in sending money: using someone else’s computer</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Rejection of the idea to use someone else’s computer to send money</td>
<td>92% of respondents stated that they would not use someone else’s computer to send money.</td>
</tr>
<tr>
<td>Risk in using someone else’s computer, and the preference to pay at a bank</td>
<td>33% of respondents stated that they felt that the task of using someone else’s computer was too risky, and they would prefer to pay somebody at a bank to make the transfer.</td>
</tr>
<tr>
<td>Liability for loss or damage.</td>
<td>29% of respondents stated that they did not want to be held liable in the event that money was lost or misdirected.</td>
</tr>
<tr>
<td>Preference for using the bank</td>
<td>69% of respondents stated that they would make an attempt to use a bank rather than using someone else’s computer for the purpose of sending money</td>
</tr>
</tbody>
</table>
The majority of respondents were opposed to using another person’s computer to send money. 69% of respondents stated that they preferred to use a bank as a trusted system than by doing the transfer themselves using someone else’s equipment and system. “I have sent money before. But I prefer to get a bank to transfer the money rather than to do it myself - typically because if I’m sending money somewhere it must be really important – or a really large sum of money – and I don’t trust myself not to stuff it up.” (Respondent 1). 33% of respondents were so opposed to using someone else’s computer that they cited a preference to pay a bank employee to handle the transfer of funds. “Well I have already had a bad experience – so I have zero trust. I wouldn’t use my computer or anyone else’s for that matter. If I need to send money anywhere – and I don’t think I ever will again – I will do it at the bank, face to face, in front of someone who gets paid to know how to send money.” (Respondent 2)

Respondents showed reluctance to use another person’s computer for the purpose of sending money. 92% of respondents stated that they would not use someone else’s machine for sending money via online banking. Two respondents stated confidence in sending money under such conditions and were only prepared to do this because the machine was operated by a person known to them and who was working in finance and who understood the need for a secure system for online money transfers (Table 6.31). 33% of respondents were specific about the risk in using someone else’s computer. They stated that they would prefer to pay money at a bank than to undertake a task that involved trusting someone else’s personal machine. 29% of respondents spoke of concerns that they had for their personal liability in the event that the transaction was improperly done, or that money was lost (Table 6.31). Most respondents described the idea of using someone else’s computer for a financial transaction in negative terms. In some cases their concern was connected to their own abilities. Some respondents were concerned that even though they might be able to use their own computer, the use of someone else’s computer would be more difficult, more risky (in terms of their technical mastery of the computer) and more likely to incur greater vulnerabilities. Other respondents described their uncertainty about the possibility of someone else’s computer being a safety risk in terms of a machine that could be compromised, or where the user might be able to access and interfere with someone’s account at a later stage. Many respondents (69%) stated a preference for using a bank rather than someone else’s
Assuming I had the ability (which I don’t) and the desire (which I don’t) to do this – the main problem would be that of security and safety. How would I know if the other person’s computer was safe to use? I can barely find my way around my own computer – but asking me to somehow understand someone else’s computer is terribly chancy. And then even if I could do this – how would I know if they had the right virus software? How would I know if the machine kept my password or any account information? It would be hard for me to trust someone else’s computer. Really hard.” (Respondent 5).

8% of respondents spoke of trust in using a machine that belonged to an authority rather than an individual. 4% of respondents spoke of trust in sending money as long as it involved using an Apple Mac. 17% of respondents said that they would only send money from someone else’s machine in an emergency. This would not constitute a trusted transaction, but instead would represent a forced transaction (Table 6.32).

### Table 6.32. Authority and Mandated actions.

<table>
<thead>
<tr>
<th>Authority and Mandated Actions</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>The Authority of the Bank</td>
<td>39% of respondents stated that they regarded the Bank as the appropriate authority to undertake bank transfers, with greater experience and greater powers</td>
</tr>
<tr>
<td>Liability for loss or damage.</td>
<td>17% of respondents stated that they would only use someone else’s machine in an emergency, where they had no choice but were forced to engage in online banking</td>
</tr>
<tr>
<td>Brand reliance and confidence</td>
<td>4% of respondents stated that the activity could be trusted as long as the machine being used was an Apple Mac computer.</td>
</tr>
</tbody>
</table>

Respondents stated that transfers carried out by the bank rather than by the respondent on their home computer had greater trust, and also had a higher probability of success. Respondents made comparisons between the authority that was retain by a bank, as a collective of people working under a trusted system that was continually used, and the lack of authority held by an individual handling one-off transactions with little authority. “It doesn’t matter whether it’s my computer or someone else’s. Anything like that, I just go to the bank” (Respondent 7). Banks were regarded by respondents as the appropriate place to go to undertake money transfers. “I’d like to think that I could do something like
send a large amount of money to my brother for instance. But if I think about it, I’d probably rush down to the bank and make sure that it went through properly” (Respondent 8). “I have had to send money to the UK recently actually – and I just went down to the bank. They handled it all. Again – I’m just not that good at computers – so I don’t trust myself yet” (Respondent 11).

Many respondents stated that they would only engage in online banking if they were required to do so. Respondents stated concerns at making a mistake in transferring money. “I don’t trust myself not to stuff it up” (Respondent 1). Respondents made comparisons between the risks of doing a bank transfer themselves and the expectation that getting someone from the bank to transfer the money had a significantly reduced likelihood of financial loss. In the case of a bank mistake, respondents held the expectation that any loss would be made good by the bank, whereas any loss derived from their own actions doing online banking would result in a personal financial loss to the respondent. “I will always go to the bank ... first and foremost – because I trust the people at the bank to send the money and to do the job of securing the money from my account to somewhere else. I am less inclined to do the job myself – because there is such a different level of knowledge and security for me. It’s not just knowledge – it’s that I’m fairly certain that the level of sophistication at the bank in their computer systems is a darn sight more advanced than in my own home. I couldn’t hope to compete on that level. I also don’t want to do the job of a teller. I’m not interested in getting a job at a bank. I want the bank to do the banking work – like sending money for me. As for the idea of using someone else’s computer, all I can say is that there would need to be an almighty urgency for me to do that. I would not trust someone else’s computer (how could I possibly know whether it was secure? Even if I knew the person – I couldn’t tell you how secure they were – or how knowledgeable they were about computing.” (Respondent 17).

Some respondents spoke of past experiences that had taken away their trust in online banking. “Well I have already had a bad experience – so I have zero trust. I wouldn’t use my computer or anyone else’s for that matter. If I need to send money somewhere – and I don’t think I ever will again – I will do it at a bank – face to face – in front of someone who gets paid to know how to send money” (Respondent 2).
Some respondents expressed confidence in transferring money, and some stated that their trust was conditional on a trusted brand. “I’m confident that we can send money from our computer. We do this a fair bit. I’ve never tried to do it from someone else’s computer though, I think it would need to be the same as my own. I mean it would need to be an Apple computer or it wouldn’t work anyway, but I’d probably hope it was a Macbook. If I think about it, it should be fine, but I don’t think I’d rush off in a hurry to do that. I like the security of our own home” (Respondent 19).

6.5.2 Using one’s own hardware for online banking

In this section respondents were asked to explain their perceptions of risk in using their own computer or device for online banking transactions. This question requires respondents to focus on the risks of undertaking online banking from a personal perspective. Rather than general answers to questions about risk, this section specifically aims to draw out issues that relate to an individual on a personal level (Table 6.33).

Table 6.33. Risk in using one’s own hardware for online banking.

<table>
<thead>
<tr>
<th>Risk in using one’s own hardware for online banking</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lack of immediate and physical bank support</td>
<td>26% of respondents stated that they were concerned at the risk of conducting online banking where they did not have instant, direct, and face to face access to bank support.</td>
</tr>
<tr>
<td>Risk of shared unsecured information through</td>
<td>39% of respondents stated that they were concerned at the potential risk of identity and account information being shared with criminals and hackers.</td>
</tr>
<tr>
<td>Comparative risk compared to transactions conducted physically in a bank</td>
<td>23% of respondents stated that the practice of online banking on their own computer was less safe than physically attending a bank.</td>
</tr>
<tr>
<td>Cost outweighed by risks</td>
<td>13% of respondents stated that the better option would be to use a physical bank, even if that usage required additional transactional costs.</td>
</tr>
</tbody>
</table>

Respondents identified a number of risks associated with using one’s own hardware for the purpose of online internet banking. One of the main issues identified is the solitude and isolation associated with online transactions where there is “no second chance”. 26% of respondents stated that they were concerned at the risk of conducting online banking themselves in situations where there is no “hands on” physical bank support (Table 6.33). Other responses identified that online banking is targeted by criminals who use malware such as keylogger programs (through Trojans) to record and transmit keystrokes that identify account details, passwords, and a range of other personal information. 39% of respondents stated that online banking...
carried a potential risk of identity and account information being shared with criminals and hackers (Table 6.33). “There is a modicum of risk. You need to make sure that you know what you are doing. – but also need to make sure that your computer is safe, is password protected, has antivirus that is up to date, and functioning. I have an idea of what to do now, but when I first started I was a mess. I made a few mistakes – and the bank didn’t pay for any of them.” (Respondent 1).

23% of respondents mentioned that online banking was less safe than going to a physical bank and asking the bank to do the banking based on customer requests. 13% of respondents stated that online banking included a high level of worry and stress that the transaction or personal information would be adversely interfered with. Similarly, 13% of respondents stated that the better option would be to use a bank to undertake transactions, irrespective of the cost issues (Table 6.33). “For me the risk would be incredibly high. I struggle to keep up with the statements that the bank mails to me, so I don’t think trying to take it all on myself is wise. I often wonder why the bank thinks we all want to do their job for them. I reckon you’d have to be bonkers to do online banking. It’s risky, at my age, there are no second chances, and it means trying something that I’m not good at. On top of that, it means using a computer amongst online thieves and bandits. It’s obvious from the news that online banking cannot be trusted, and it’s really only for nerdy types who understand the gobbledygook in the computer.” (Respondent 4).

6.5.3 What would make online banking a more trusted option?

Respondents were asked to describe what would make using online banking a trusted option. This section aimed to require respondents to focus on the solutions to the challenges of trusting online banking rather than the problems associated with trusting online banking. By focusing on solutions the responses would potentially differ from other questions where the inherent risk aversion to possible transactional losses might provide a different set of perceptions about trust and imposed online banking (Table 6.34).

Table 6.34 Making online banking more trusted for older people
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Responses suggested different options for training, with some asking for large amounts of time on training, whilst others made mention of specific training such as attending university to undertake a degree in computing. 63% of respondents stated that significant training would assist in improving levels of trust towards online banking. “Years of training, and the support of someone with IT Training 24 hours a day.” (Respondent 1). Many of the respondents stated the need for on demand assistance, citing the need for a real person to assist them as and when that assistance was required. “Someone on hand at all times. Whenever I’ve tried online banking, I’ll get to a point where there is a choice of options – and I won’t be sure. But it’s not as if I can turn to someone in the middle of the process and ask – what do I do now?” (Respondent 17).

47% stated that there should be large amounts of time allocated towards the training of older people for online banking. 17% of respondents suggested the need for high quality training in the form of specific course or even university degree studies (Table 6.34). Whilst many responses cited the need for training, 63% of responses re-iterated that a preferred option was not to undertake online banking but instead to have someone at a bank perform their banking tasks for them. “A bank employee doing the work would be a start. Seriously though there isn’t any reason to use my home computer for this. It is not secure for several reasons. I’m not very savvy with computing. Banks are. I can’t spot viruses and worms. Banks can. I am retired and don’t want to work. Banks still want my money so they can work for it. It’s not very hard to see why I don’t want to do online banking.” (Respondent 9).

6.5.4  Confidence in the security of email.

Respondents were asked whether they felt their emails were secure, and if they felt other people could access them. This question aimed to gather information about how older people regarded their
email correspondence as a trusted form of communication. By asking about the confidence in the security of their email, it helped to establish whether respondents were more trusting of face to face and postal mail where some of the necessary security components involved in online banking necessitated a level of confidence in the secure use of email.

Table 6.35 Confidence in the security of email.

<table>
<thead>
<tr>
<th>Confidence in the security of email</th>
<th>Belief that criminals and hackers can see email correspondence with ease</th>
<th>32% of respondents stated that they thought criminals and hackers had the skill and the intention to see the email correspondence of individuals with relative ease.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Uncertainty about security of emails</td>
<td>53% of respondents expressed some uncertainty and insecurity about how they could judge the security or trustworthiness of their email communication.</td>
<td></td>
</tr>
</tbody>
</table>

32% of respondents stated that they felt that criminals and hackers were able to access emails with ease, and that emails were not a secure method of communication compared to postal mail and face to face communication. “I know there are plenty of computer experts who can get to me, to my money, and to my emails. So I don’t think emails are very safe.” (Respondent 2). 53% of respondents cited some form of uncertainty in the ability to judge whether their email communication was secure, trusted, or able to be accessed (Table 6.35).

6.5.5 Preparedness for third party set up of online banking

In this section respondents were asked whether they would allow someone else to install an online banking program on a machine of theirs.

Table 6.36 Preparedness to have online banking set up and installed by a third party.

<table>
<thead>
<tr>
<th>Preparedness to have online banking set up and installed by a third party</th>
<th>Resistance in the face of offers</th>
<th>78% of respondents agreed that they had received offers to help set up online banking but had refused the offer of any third party individuals to assist them. 22% of respondents stated they had not received an offer.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Offers from individual family members and friends</td>
<td>47% of respondents stated that they had received an offer from either an individual family member or from a friend to set up online banking</td>
<td></td>
</tr>
<tr>
<td>Reluctance to share financial information</td>
<td>13% of respondents stated that they refused to accept assistance on the grounds that they had no desire to share financial information or system access with other individuals.</td>
<td></td>
</tr>
</tbody>
</table>

Respondents gave answers based upon install by others nominating whether the person that was known to them was a relative, or a friend, or an acquaintance (Table 6.36). This section aimed to find
out how readily older people would accept the assistance of other parties when setting up and installing online banking systems that would then be used by the respondents.

78% of respondents had directly received offers of help to set up online banking but had refused the offer of a third party individual to assist them. “My daughter and her husband offered to set it up – but in the end we decided not to do it because it was just too complicated – and she can’t just fly from the UK every time something goes wrong.” (Respondent 10)

47% of respondents had received an offer from either an individual family member or from a friend to set up online banking. 13% of respondents stated that they refused to accept assistance because they were reluctant to share financial information, or access to it, with other individuals. “I’ve had many offers to set up this or that. I refuse them all.” (Respondent R18). This included family and friends (Table 6.36).

6.5.6 Trust in Unsolicited Telephone Contact

In this section, respondents were asked to comment on how they handled telephone calls from people claiming to be from an authority such a Bank. This question aimed to determine whether older people would receive telephone calls and would accept the calls as legitimate even though their credentials were not confirmed. The question was also expected to reveal the behaviour of older people in terms of what action they would take when an unsolicited call was made to offer assistance with online banking.

<table>
<thead>
<tr>
<th>Table 6.37 Trust in unsolicited telephone contact</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Trust in unsolicited telephone contact</strong></td>
</tr>
<tr>
<td>Acceptance of unsolicited contact</td>
</tr>
<tr>
<td>Referral back to the Bank</td>
</tr>
<tr>
<td>Rejection of unsolicited contact</td>
</tr>
</tbody>
</table>
The direct acceptance by respondents of calls as legitimate was low. 8% of respondents said that they would treat the caller as a trusted source regarding bank issues. “Well I suppose as long as I know it’s my bank – then I’ll trust them. It’s tricky though isn’t it – I mean they ask for my date of birth and what was my mother’s maiden name and that sort of information ... so that they know they are talking to the real me. But how do I ask them back to see if they are the real bank? It’s doesn’t seem fair does it?” (Respondent 2).

42% of respondents stated that if they receive a call from someone stating that they were from their bank, they would not accept the call as legitimate, but instead would refer back to the bank to ascertain whether his phone call was legitimate in its origin. “I’d get their details and tell them I’d call them back - then I’d check with the bank to see of someone from there had rung me.” (Respondent 13).

Overall, 84% of respondents stated that they would reject a call from a bank if it were unsolicited (Table 6.37).

### 6.5.7 Confirming personal details over the phone

In this section, respondents were asked whether they were prepared to give personal details over the phone, when asked by a caller saying they were from a bank (Table 6.38).

#### Table 6.38 Confirmation of personal details on phone calls.

<table>
<thead>
<tr>
<th>Confirmation of personal details on phone calls</th>
<th>Details</th>
</tr>
</thead>
<tbody>
<tr>
<td>Admission to giving information to unverified callers</td>
<td>77% of respondents stated that when asked on the telephone, they had given their personal information to the caller, even though they were not sure whether the call was a legitimate, legal call. 23% of respondents said that they would not give out their information over a phone call.</td>
</tr>
<tr>
<td>Imposition and lack of choice</td>
<td>26% of respondents stated that they felt they didn’t really have a choice, but rather that there was an urgency to give over personal information so that the rest of the call could proceed.</td>
</tr>
<tr>
<td>Refusal to submit personal information to caller</td>
<td>8% of respondents stated that they refused to give personal and private information over the phone, regardless of who the caller said they were.</td>
</tr>
</tbody>
</table>

Respondents were asked to indicate whether they would trust a situation involving a call that could not proceed until the caller had received personal details. This question aimed to determine whether older people placed a value on their personal details enough to question the need to divulge sensitive and personal information over the phone when it not clear that the call was legitimate in nature.

Many of the respondents admitted that when called and asked to verify their details they had done so without confirming the origin or intention of the caller. 77% of respondents gave an admission of having given information to a caller without attempting to confirm the origin or intention of the
It has happened to me – the person calls and says that it’s a personal banking matter and then asks for all sorts of personal information like my date of birth and address, yet I really don’t know if it is in fact the bank or simply someone pretending to be from the bank. I end up giving the details every time, but I know that I shouldn’t” (Respondent 19).

26% of respondents stated that they gave information because they felt that they had little or no choice. Respondents indicated that they were prepared to give personal information to the caller so that the call could proceed and the issue could be dealt with directly (Table 6.38). 8% of respondents refused to give the caller any personal information over the phone. “Yes – I’ve done this – I’m sorry – I know its stupid – I didn’t have a choice.” (Respondent 19). Instead they either referred the call to their branch, or otherwise ignored the phone call in preference to some other form of contact (Table 6.38). “I’d be uneasy – and I think I would simply revert to going directly into the branch. I had a call from the bank when my Husband died... I nearly hung up when I heard the Indian accent – because I thought it was going to be one of those calls.” (Respondent 14).

6.5.8 Trust in Recommendations of Peers and the uptake of Facebook

In this section respondents were asked to comment on how they reacted to peer recommendations such as being asked to join and use Facebook. The question is posed that there is an invitation to join Facebook by a peer for the purpose of keeping in touch. This question aimed to capture information about older people who accept the advice of their peers, and the influence of trust in areas of uncertainty. It also looked to determine whether the uptake of an ICT innovation such as Facebook held the same level of trust as for one’s trust for online banking.

Table 6.39 Peer advice and Facebook agreement.

<table>
<thead>
<tr>
<th>Peer advice and Facebook agreement</th>
<th>84% of respondents stated that when asked to join Facebook their response was an emphatic refusal, and the recommendation from a peer held little or no bearing on the decision of each respondent to join Facebook.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lack of Trust in Facebook despite recommendation to join by a peer.</td>
<td>16% of respondents stated that they used Facebook.</td>
</tr>
<tr>
<td>Imposition and lack of choice</td>
<td>Of the respondents who rejected the idea of using Facebook, 13% of them stated that Facebook was both risky and insecure because it changed privacy settings without notice.</td>
</tr>
</tbody>
</table>
81% of respondents stated a lack of trust in Facebook. In most cases the respondents rejected the idea of joining Facebook even though the suggestion had come from a peer or friend within the community. “Yes I have had a couple of requests already. I’m not ready yet, and as I said before I’m very cautious about getting it set up properly. I don’t want the identity theft to happen to me. If it all gets set up properly, then I’ll probably try it, but only if it is set up properly, not by me, but by someone who I trust and who know what they’re doing” (Respondent 20).

13% of respondents who rejected the idea of using Facebook cited that it was too risky and that it was not secure because it changed privacy settings without adequate notice (Table 6.39). “I’m already on Facebook, but I don’t trust Facebook’s lack of privacy. They changed my privacy settings once before – and didn’t tell me.” (Respondent H8).

6.5.9 Peer Recommendations, and the trusted uptake of Online Banking Apps

In this section respondents were asked to explain their actions following advice from friends that a particular online banking application might not be trustworthy. This question aimed to determine what level of trust was connected with online banking applications, and the level of trust from peers and friends towards online banking.

Table 6.40 Trust in Peers, Uptake of Banking Apps.

<table>
<thead>
<tr>
<th>Trust in Peers, Uptake of Banking Apps</th>
</tr>
</thead>
<tbody>
<tr>
<td>Advice from peers in general.</td>
</tr>
<tr>
<td>Importance of peer advice</td>
</tr>
<tr>
<td>Advice from peers about banking apps</td>
</tr>
</tbody>
</table>

87% of respondents acknowledged that they regarded the information and advice of other older people as valuable and trustworthy (Table 6.40). “I rely on the experiences of my friends. We warn each other about dodgy emails and scams, as well as swapping stories about things that are dangerous, or that we have tried but have not worked out. My friends are my most trusted source of IT help.” (Respondent 8).
39% of respondents stated that the inclusion of friends and associates as informal advisors was a useful method of getting information about areas where trusted usage of banking applications was not a guaranteed outcome. “Well I do rely on information from one friend in particular. She has had a few ups and downs – so she often tells me what to do and what not to do. I listen to her advice, she is my computer coach” (Respondent 20). 35% of respondents stated that they valued their peers, but also needed to obtain independent advice because the issues concerned finance and banking elements. “I listen to my friends and I usually take their advice. But in the case of banking – and because it’s about my life savings – that’ll never get another chance to accumulate – I will also check with a range of other people. Whilst there are different banks, there are no many options, and any choices need to be very carefully weighed up.” (Respondent 17).

6.5.10 Summary of interviews Parts 1 - 4

The first 4 interview segments revealed a range of information that qualified the participants’ ideas in relation to participant backgrounds, types of ICT usage by older people, descriptions of trust, and understanding concepts of trust. These interviews were analysed by a six step coding process outlined in the next section.

6.6 Coding for Chapter 6

The process of coding the interviews is described here. The transcripts of each interview were collated in the order in which the interview questions were asked. This was arranged so that responses could be compared, associated and linked to other responses from the same line of inquiry. The process of coding is described here in three main parts starting with the identification of codes, followed by the labelling of themes, and then the recognition of concepts (Table 6.41). All the individual characteristics, all of the codes, and all of the themes are labels that are used to recognise the most important concepts that define the results of this research.
Table 6.41 The Coding Process for this Research

<table>
<thead>
<tr>
<th>The Coding Process for this Research</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Step 1</strong></td>
</tr>
<tr>
<td><strong>Step 2</strong></td>
</tr>
<tr>
<td><strong>Step 3</strong></td>
</tr>
<tr>
<td><strong>Step 4</strong></td>
</tr>
<tr>
<td><strong>Step 5</strong></td>
</tr>
<tr>
<td><strong>Step 6</strong></td>
</tr>
</tbody>
</table>

Adapted from Lofgren, (2012) Qualitative analysis of interview data.

The first part (Step 1) involved reading and reviewing the transcripts to identify codes that are referred to as preliminary codes. In this first step codes are drawn as individual attributes from the transcripts according to five criteria:

- Things that are repeated
- Something that stood out as different from the literature
- Something that a participant specifically identifies as important
- Something that relates to something identified in a previous report or article
- Something that bears a resemblance to a theory or concept

This process resulted in a set of first impressions from which a total of 90 code criteria were identified. These 90 attributes formed the preliminary coding for the data and results (Table 6.42).

Table 6.42 Codes - Preliminary Coding (Step 1)

<table>
<thead>
<tr>
<th>Capability to use email</th>
<th>Access to expert advice 24/7</th>
<th>Similar Passwords</th>
<th>Trust in specific Operating System</th>
<th>Trust and usage of ATMs</th>
</tr>
</thead>
<tbody>
<tr>
<td>Previous Training</td>
<td>Low level training</td>
<td>Re-used Passwords</td>
<td>Using other people’s devices</td>
<td>Accessibility / Vision at ATMs</td>
</tr>
<tr>
<td>Confidence in Sending Email</td>
<td>Frequent Usage</td>
<td>Admissions about passwords</td>
<td>Understanding of Smart phones</td>
<td>Resistance to the use of Social Media</td>
</tr>
<tr>
<td>Confidence in using IT</td>
<td>Checking Emails</td>
<td>Passwords on paper</td>
<td>Reliance on Paper Bank statements</td>
<td>Security Issues with Social Media</td>
</tr>
<tr>
<td>Hesitation to use email</td>
<td>Trust in a specific brand</td>
<td>Derivative Passwords</td>
<td>Face to Face banking preferences</td>
<td>Privacy issues with Social Media</td>
</tr>
<tr>
<td>Misplaced Confidence</td>
<td>Resentment in using own equipment</td>
<td>Preference towards Postal Mail rather than email</td>
<td>Trust in people over computers</td>
<td>Face to Face and Telephone rather than social media.</td>
</tr>
<tr>
<td>Brand dominance of Facebook</td>
<td>Low understanding of the term “cookies”.</td>
<td>Choice in using ICT or face to face</td>
<td>Trust in online statements</td>
<td>Concern with Facebook advertising</td>
</tr>
<tr>
<td>----------------------------</td>
<td>------------------------------------------</td>
<td>------------------------------------</td>
<td>---------------------------</td>
<td>----------------------------------</td>
</tr>
<tr>
<td>Low understanding of the term “cookies”.</td>
<td>trust concern with Facebook</td>
<td>Ability to recognise an online deception</td>
<td>Imposed usage of online banking</td>
<td>Greater perceived online risk</td>
</tr>
<tr>
<td>Offers to take up online banking</td>
<td>Doing the banks work</td>
<td>Social Media set up by family member</td>
<td>Changing privacy settings on Social Media</td>
<td>Received additional Facebook – related ads or (SPAM)</td>
</tr>
<tr>
<td>First Time Trust</td>
<td>Need for training</td>
<td>Trust in using smartphones</td>
<td>Trust information stored on a phone</td>
<td>Trust a smartphone as a storage device</td>
</tr>
<tr>
<td>Trusting one’s self to send money online</td>
<td>Using someone else’s computer to personally send money</td>
<td>Preference to physically attend a bank to transfer money</td>
<td>Specific need for Apple brand to transfer money</td>
<td>Lack of immediate (real-time) Bank support</td>
</tr>
<tr>
<td>Need for significant organised training</td>
<td>Confidence in secure email</td>
<td>Hackers</td>
<td>Security Scams</td>
<td>Online banking set up by others</td>
</tr>
<tr>
<td>Distrust in offers of banking setup by others</td>
<td>Online Banking Problem – don’t understand choices</td>
<td>Distrust divulging personal info over the phone</td>
<td>Supplying information to others</td>
<td>Admission of trusting others unknown</td>
</tr>
<tr>
<td>Coercion to join Facebook</td>
<td>Advice from friends as a source of trust</td>
<td>Sensitivity to sending money in private</td>
<td>Preference to transact through a bank</td>
<td>Trust in Apple brand</td>
</tr>
<tr>
<td>Doing the teller’s job for them</td>
<td>Trust in security of postal mail before email</td>
<td>Resentment at cost and complexity of own equipment</td>
<td>Risk of Hacking/ Theft</td>
<td>Perception of need for huge levels of training</td>
</tr>
<tr>
<td>Unsolicited telephone contact from bank</td>
<td>Trust in offers from family to set up online banking</td>
<td>Likelihood of hackers access without my knowledge</td>
<td>Bank employees have better training than customers</td>
<td>Face to Face delivery of training</td>
</tr>
<tr>
<td>Trust in offers to have online banking set up</td>
<td>Giving information out over the phone</td>
<td>Reluctance to share financial info with family</td>
<td>Forced when call was of a serious or urgent nature</td>
<td>Refusal to give information over the phone</td>
</tr>
<tr>
<td>Ability to distinguish legitimate calls from others regarding money</td>
<td>Trust in advice from peers regarding Facebook</td>
<td>Feeling forced to divulge information to continue a call</td>
<td>Trust in independent advice (non-peer, non-family, non-commercial)</td>
<td>Trust in advice from peers regarding online banking</td>
</tr>
</tbody>
</table>

In Step 2 The preliminary coding was initially categorised using five coding descriptors. These formed a set of labels that were used to characterise prominent themes from within the transcripts. These were as listed in Table 6.43. These coded segments looked for relevant words, phrases, sentences and sections

Table 6.43 Theme Descriptors (Step 2)

<table>
<thead>
<tr>
<th>Actions &amp; Activities</th>
<th>Differences</th>
<th>Concepts</th>
<th>Opinions &amp; Beliefs</th>
<th>Processes &amp; Abilities</th>
</tr>
</thead>
</table>

The theme descriptors were derived from the main areas of the literature review. In the first instance, the literature review identified that older people took it upon themselves to take action and to
undertake activities in relation to their financial assets, the security of their assets and the use of new
technologies. The Technology Acceptance literature (TAM) demonstrated that there were many
variables and differences that affected the acceptance of these technologies, and that it was therefore
important to examine differences as a key descriptor within the coding process.

The literature pointed to the importance of differences in terms of technology capabilities, socio
economic factors, trust in people, and trust in systems. The literature also showed that older people
made decisions based on conceptual understandings in relation to technology and in relation to trust.
Opinions and beliefs were included as key theme descriptors because the literature demonstrated that
older people held a variety of beliefs about perceptions of trust and distrust. Similarly the literature
allowed the researcher to conclude that processes were very important in identifying how older people
went about interacting with trust-related aspects of financial management. In combination with
physical, financial, and traditional capabilities, the use of processes and abilities was prominent in terms
of identifying areas where older people have been previously identified as influenced in terms of trust
and decision-making. By using these five descriptors, individual phenomena could be identified and
categorised so as to assist in the labelling of notable characteristics.

By using the five coding descriptors and by analysing the preliminary coding it was possible to
recognise themes (Step 3). In this process coded attributes were brought together under more general
categories.

Table 6.44 Themes Step 3

<table>
<thead>
<tr>
<th>Activities and Actions</th>
<th>Concepts</th>
<th>Differences</th>
<th>Opinions and Beliefs</th>
<th>Processes and Abilities</th>
</tr>
</thead>
<tbody>
<tr>
<td>Capability and Trust</td>
<td>Confidence in secure email</td>
<td>Doing the teller’s job for them.</td>
<td>Trust in Advice from others (family, peers)</td>
<td>Capability to use email</td>
</tr>
<tr>
<td>Trust using other devices</td>
<td>First Time Trust</td>
<td>Brand Domination of Facebook</td>
<td>Distrust in offers to set up online banking</td>
<td>Need for significant organised training</td>
</tr>
<tr>
<td>Trust in telephone calls</td>
<td>Confidence in sending email</td>
<td>Low understanding of the term cookies</td>
<td>Trust in usage of ATMs</td>
<td>Frequent usage</td>
</tr>
<tr>
<td>Trust one’s self to send money online</td>
<td>Confidence in using IT</td>
<td>Don’t understand online banking choices</td>
<td>Trust in specific operating system</td>
<td>Need for training</td>
</tr>
<tr>
<td>Previous training</td>
<td>Misplaced confidence</td>
<td>Ability to distinguish legitimate calls from others in money</td>
<td>Hesitation to use email</td>
<td>Ability to recognise an online deception</td>
</tr>
<tr>
<td>Low level training</td>
<td>Offers to take up online banking</td>
<td>Low understanding of the term trojans</td>
<td>Trust in online statements</td>
<td>Social media set up by family member</td>
</tr>
<tr>
<td>Checking emails</td>
<td>Access to expert advice 24/7</td>
<td>Admissions about passwords</td>
<td>Trust in offers to have online banking set up</td>
<td>Ability to recognise an online deception</td>
</tr>
<tr>
<td>-----------------</td>
<td>-------------------------------</td>
<td>---------------------------</td>
<td>-----------------------------------------------</td>
<td>-------------------------------------------</td>
</tr>
<tr>
<td>Doing the Bank’s work</td>
<td>Sensitivity towards sending money in private</td>
<td>Resentment at cost and complexity of equipment</td>
<td>Preference towards Postal Mail rather than email</td>
<td>Understanding of smartphone technology</td>
</tr>
<tr>
<td>Coercion to use Facebook</td>
<td>Similar Passwords</td>
<td>Forced to divulge information to continue a call.</td>
<td>Resentment in using one’s own equipment</td>
<td>Face to face delivery of training</td>
</tr>
<tr>
<td>Giving out information</td>
<td>Re-Used Passwords</td>
<td>Reliance on Paper bank statements</td>
<td>Specific trust concern with Facebook</td>
<td></td>
</tr>
<tr>
<td>Forced use of ICT</td>
<td>Derivative passwords</td>
<td>Face to Face banking preferences</td>
<td>Trust in others using one’s own device</td>
<td></td>
</tr>
<tr>
<td>Unsolicited telephone contact from a bank</td>
<td>Choice in using ICT or Face to Face</td>
<td>Trust in people rather than computers</td>
<td>Advice from friends as a source of trust</td>
<td></td>
</tr>
<tr>
<td>Using someone else’s computer to send money</td>
<td>Physically attend a bank or online transfer money</td>
<td>Imposed usage of online banking</td>
<td>Trust in security of postal mail before email</td>
<td></td>
</tr>
<tr>
<td>Giving information out over the phone</td>
<td>Sensitivity / Privacy in sending money in private</td>
<td>Bank employees have better training than customers</td>
<td>Trust in family members to set up online banking</td>
<td></td>
</tr>
<tr>
<td>Keeping passwords on paper</td>
<td>Reluctance to share financial information with family</td>
<td>Accessibility / Vision Issues at ATMs</td>
<td>Trust in online statements</td>
<td></td>
</tr>
<tr>
<td>Social media set up by a family member</td>
<td>Changing privacy settings on social media</td>
<td>Security issues with Social Media</td>
<td>Perceived need for high level training</td>
<td></td>
</tr>
<tr>
<td>Distrust to divulge info over the phone</td>
<td>Trust information stored on a phone</td>
<td>Privacy issues with Social Media</td>
<td>Hackers and futility</td>
<td></td>
</tr>
<tr>
<td>Using other people’s devices</td>
<td>Security Scams</td>
<td>Greater perceived online risk</td>
<td>Rise of Hacking and theft</td>
<td></td>
</tr>
<tr>
<td>Supplying information to others</td>
<td>Preference to transact physically through a bank</td>
<td>Lack of immediate (on call) Banking support</td>
<td>Trust in using smartphones</td>
<td></td>
</tr>
<tr>
<td>Forced to comply with info on serious or urgent matters</td>
<td>Trust in independent advice</td>
<td>Online banking set up by others</td>
<td>Specific need for Apple brand to transfer money</td>
<td></td>
</tr>
<tr>
<td>Resistance to using online social media</td>
<td>Face to Face and telephone rather than Social media</td>
<td>Trust information stored on a phone</td>
<td>Likelihood of hackers access without participants knowledge</td>
<td></td>
</tr>
<tr>
<td>Refusal to give info over phone</td>
<td>Concern with Facebook advertising</td>
<td>Trust in Apple brand</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Trust in strangers</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

In Step 4 the resulting set of themes form the principal categories by which the data is organised and analysed. Attributes and preliminary codes are cross referenced to other labelled themes and strong themes emerge from alongside others. The coding considers how many times different attributes re-appear in different themes, and allows these themes to emerge as the more robust parts of the coding process. It considers how many different descriptors each theme has a connection with. These strong themes provided the framework by which the data has been conceptualised so as to interpret the results of this research.
As stronger more connected themes emerged they were ordered against the main label categories (Table 6.45). These categories allowed for both general and abstract themes to be ordered and assembled. The themes were categorised under three label headers. To guide the process of categorising themes, the process of labelling used a three way ordering process of Adaption, Seeking Information, and Problem Solving (Table 6.6). This assisted the task of determining the most important themes.

Table 6.45 Themes - Strong Themes Step 4

<table>
<thead>
<tr>
<th>Activities &amp; Actions</th>
<th>Concepts</th>
<th>Differences</th>
<th>Opinions &amp; Beliefs</th>
<th>Processes &amp; Abilities</th>
</tr>
</thead>
<tbody>
<tr>
<td>Successful Experiences from ICT usages</td>
<td>Trust in using ICTs</td>
<td>Accepting information storage on digital devices</td>
<td>Greater trust in Humans over Systems</td>
<td>Capabilities for Communicating using ICTs</td>
</tr>
<tr>
<td>Experiences with ICT of Limited success / failure</td>
<td>The need to protect money and finances</td>
<td>Taking over banking roles previously done by Banks</td>
<td>Information on paper carries highest legitimacy</td>
<td>Capabilities in security requiring specialised training</td>
</tr>
<tr>
<td>Interactions with those seeking to sell or deceive</td>
<td>The need to control Privacy, Information, and Assets</td>
<td>Making under-informed choices about ICT usage</td>
<td>Likelihood that Digital information can be altered for malevolent purposes</td>
<td>Training using face to face delivery</td>
</tr>
<tr>
<td>Experiences with new, different, others ICT equipment</td>
<td>Control Methods for ICT security</td>
<td>Understanding ICT-based risks and uncertainties</td>
<td>Information and advice of peers is highly reliable</td>
<td>Full / extended understanding of ICT opportunities</td>
</tr>
<tr>
<td>Actions arising from Family assistance and intervention</td>
<td>Reduced / Limited Face to Face experiences</td>
<td>Interactions with systems without people</td>
<td>Belief in specific Brands</td>
<td>Ability to recognise ICT-related deceptions</td>
</tr>
<tr>
<td>Actions requiring compliance</td>
<td>Mistakes, Misplaced Trust, Poor Advice</td>
<td></td>
<td>Older people more targeted more vulnerable than others</td>
<td>ICT is difficult</td>
</tr>
</tbody>
</table>

The process of connecting the main themes to the labels of Adaption, Seeking Information, and Problem Solving in some instances involved overlap (Stringer, 2007; Lofgren, 2012). Some main themes would, for example, fall under both Adaption labelling and Problem Solving. Table 6.46 shows where main themes interconnect with different labels in order to further conceptualise the data. It sorts the themes from table 6.45 into groupings using the labels adaption, seeking information, problem solving.
Table 6.46 From Themes to Concepts. Step 5.

<table>
<thead>
<tr>
<th>Activities &amp; Actions</th>
<th>Concepts</th>
<th>Differences</th>
<th>Opinions &amp; Beliefs</th>
<th>Processes &amp; Abilities</th>
</tr>
</thead>
<tbody>
<tr>
<td>Successsful Experiences from ICT usages PS</td>
<td>Trust in using ICTs A, PS</td>
<td>Accepting information on digital devices A</td>
<td>Older people more targeted more vulnerable than others SI, PS</td>
<td>Capabilities for Communicating using ICTs A, PS</td>
</tr>
<tr>
<td>Experiences with ICT of Limited success / failure PS</td>
<td>The need to protect money and finances A</td>
<td>Taking over roles previously done by Banks A</td>
<td>Information on paper carries highest legitimacy A, SI</td>
<td>Capabilities in security requiring specialised training A, SI, PS</td>
</tr>
<tr>
<td>Interactions with those seeking to sell or deceive A</td>
<td>The need to control Privacy, Information, &amp; Assets A, PS</td>
<td>Making under-informed choices about ICT usage SI, PS</td>
<td>Likelihood that Digital information can be altered for malevolent purposes SI</td>
<td>Training using face to face delivery SI</td>
</tr>
<tr>
<td>Experiences with new, different, others ICT equipment A</td>
<td>Control Methods for ICT security SI</td>
<td>Understanding ICT-based risks and uncertainties SI</td>
<td>Information and advice of peers is highly reliable SI</td>
<td>Full / extended understanding of ICT opportunitues SI</td>
</tr>
<tr>
<td>Actions arising from Family assistance and intervention A, PS</td>
<td>Reduced / Limited Face to Face experiences A</td>
<td>Interactions with systems without people A, PS</td>
<td>Belief in specific Brands SI</td>
<td>Ability to recognise ICT-related deceptions SI</td>
</tr>
<tr>
<td>Actions requiring compliance PS</td>
<td>Mistakes, Misplaced Trust, Poor Advice A, PS</td>
<td>Greater trust in Humans over Systems A</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Key: A = Adaption, PS = Problem Solving, SI = Seeking Information

6.7 Conceptualising the Data

To conceptualise the data from the strong and emergent themes the process categorised the themes against the main criteria for Emancipatory Action research. By sorting the strongest themes into Adaptions, Problem Solving, and Seeking Information categories, the results can be interpreted in terms of emancipatory actions (Zuber-Skerritt, 2003; Baskerville and Wood-Harper 1996). This provides a clear method of interpreting the results as concepts. Table 6.47 shows what involves adaption from one thing to another, problem solving of key challenges, and identification of what parts involve the seeking of information.
The data was then categorised to show these connected themes as concepts. These were ordered as either adaption, problem solving, or seeking information. Some themes fell into more than one concept grouping. In the case of themes that fell under Adaption the concepts were grouped as either a concept of trust in ICTs or as a concept of Human versus Digital trust. Themes from the Problem Solving subset fell under the sub-heading of Choice in Using ICTs. The set of themes developed under the heading of Seeking Information was centred on the concept of trusting in Information that was accessed by means of a digital system.

### 6.7.1 Adaption

The Concept of Trust in ICTs. This concept included the acceptance of information storage on digital devices, capabilities in using ICTs, trust in communicating using ICTs, interaction with systems, overcoming the complexities of ICTs, coping with the expectation of using new ICTs, relying on banking using ICTs, control over the privacy of digital information and assets, using ICTs to the same
professional level as paid (Bbanking) professionals. Choices in banking systems. Choice in financial systems.

The Concept of Human versus Digital trust. This concept included the cultural hesitation to trust systems above trust in people. Interactions with systems without people Mistakes, Misplaced Trust and Poor Advice. Reduced Face to face experiences, Actions from Family assistance and interventions. Reduced choice in human versus digital experiences.

6.7.2 Problem Solving
The Concept of Choice in Using ICTs. This concept includes the challenges of decision making where ICTs are involved. It involves interactions without human interaction, or reduced face to face interactions. It also includes the issue of capability, and the ability to trust one’s own ICT usage in comparison to the capabilities of others. This concept includes the notion that for older people the use of ICTs in financial transactions has a level of complexity, and that older people are more targeted and more vulnerable in their ICT use than others. The Cost of using ICTs. The ability to access ICT systems and other choices for trusted financial transactions.

6.7.3 Seeking Information
The Concept of Trusting in Information via Digital means. This concept includes the challenge in understanding the accepted trust of digital information. This concept is about how older people place greater trust in paper documents than in digital on-screen information regarding. It covers the issues of learning new skills to engage in a digital environment, as well as learning how to make decisions and evaluations about risk in digital systems, as well as the risk of leaving human systems to digital ones. The concept also includes seeking information about the norms and standards of ICT usage. It examines the opportunity to choose a different system or an ICT system, but incorporates the choice with issues of accessibility, risk, and complexity. The concept goes beyond normal understanding about the usage of ICTs to include a strong focus on the security of one’s digital assets and finances.
6.8 Results from the data

The analysis of the data identified and categorised a range of themes into conceptualised data. The results were analysed in terms of order to identify hierarchies. Some themes were more strongly affirmed than others, and this resulted in a greater weighting on some results than others. These themes are discussed below through the three lenses of Adaption, Seeking information, and Problem Solving.

6.8.1 Adapting to Change

In terms of adaption-based themes, the results point to five main areas. Table 6.46 showed those conceptualised main themes as connected to the idea of adaption. Some of these are sufficiently connected to form the dominant themes that underpin these results. These main areas focussed on general ICT capabilities, trust in digital information storage, perceived vulnerability to cybercrime, choices involving face to face and human exchanges, and independence to interact without the need for the assistance and intervention of others.

The results point to significant challenges in the shift from interactions with people to interactions with systems where face to face communications are removed or severely restricted. This extended to suggest that trust and acceptance of ICTs is the subject of scrutiny and comparison. The results show that there is reluctance for many older people to move away from existing systems that are not directly perceived as ICT systems, and to accept, use and trust different and novel systems that are perceived as ICT systems. This reluctance occurs across a range of transactions including the use of emails (to the exclusion of postal mail), the use of online banking (to the exclusion of postal bank statements), the use of smartphone apps (to the exclusion of face to face information), and the use of digital devices operating in 24/7 mode (instead of banking activities during Monday to Friday shopfront banking store hours). Older people cited key differences in terms of their aversion to shift away from systems that they perceived to hold human and physical contact in the form of face to face encounters, personally addressed mail, and peer to peer information exchanges.
The results show that older people view changes towards ICTs as more complex in terms of the understanding required operating different devices. In particular the shift from paper-based information (such as bank statements) to the digital storage of information from online banking applications was regarded as less secure, more complicated, more time consuming, and more expensive.

Older people believe that they are more targeted and also more vulnerable than other age cohorts. They perceive that part of their vulnerability is connected with their lack of understanding of ICT systems and processes. Many responses drew connections between limited ICT capabilities and the likelihood of financial losses. Losses were expected from cybercrime, risks from interactions with non-human systems, poor communications with non-human ICT help systems, and lack of specialist ICT training. Face to face banking experiences were seen as inherently safer and less complex. These types of interactions were also seen as more secure because the onus of the transactional part of the banking was perceived to remain with banking staff rather than with the respondents.

Several important themes had strong inter-connections. Older people regarded the physical existence of a bank as their principal means of storing money in a secure manner. A strong theme was that in combination with limited ICT knowledge and capability, the use of online banking placed financial assets at greatly increased risk of loss through two main pathways. The first was the perceived higher likelihood of loss through exposure to malware, hacking, and other forms of cyber-related deception. The second was from the perceived higher likelihood of personal mistakes and errors through reduced ICT skills, inability to trust devices, lack of access to human support (in the form of face to face or phone-based assistance), and inability to remember or access passwords in a safe and reliable manner.

Many respondents raised the question as to why they were expected to do the work of bank staff. They showed an aversion to doing online banking transactions because in combination with an increased risk of financial error, there was also an increased cost in terms of the purchase of computing equipment (desktop, laptop, table, smartphone) and the perceived need for peripheral devices such as a printer.
These challenges were further compounded by issues of trust, deception, and choice. Respondents made comparisons between face to face interactions and online or telephone interactions. They felt more secure in face to face exchanges, citing uncertainty in perceiving deception in the form of email requests, sales offers, and telephone calls. Online and telephone interactions were perceived as risky because in many occasions they were asked to divulge personal information about themselves to establish identity, in instances where they were unable to make determinations about the true intentions of the online system or telephone caller. Respondents cited that when the choice between an online and a face to face interaction was removed (or when it was highly coerced towards an online interaction), that their trust in the online transaction was diminished.

One theme that was strongly indicated was in terms of independence. Respondents indicated that in instances where they were forced or obliged to use online banking their trust was further diminished because they became dependent upon other people and other things. There were many mentions from respondents saying that they were not sufficiently trained, or that they needed assistance from others. There were mentions of the need to use other people’s devices (computers and printers) because they could not afford to buy equipment. There were mentions that they could not make determinations about the security of their environment because they might not trust someone else’s computer, or that they felt that someone else might then later use that computer to access money. The theme of lack of independence is connected perceptions of diminished trust, uncertainty about the security of financial transactions, and reduced ability to have control over the banking process. Many cited preference to have bank employees make transactions on their behalf as a matter of choice. Related to this theme was the absence of discussion about stopping online banking. There are no responses that condemn or refute ICT-based banking, but rather the discussions are focussed on the desire to choose between face to face banking and ICT systems.

### 6.8.2 Seeking Trusted Information

In terms of Seeking Information themes the results point to four main areas. Table 6.46 showed the main themes in a conceptualised form as connected to the idea of seeking information. Some of these are sufficiently connected to form the dominant themes that underpin these results. These main
areas were the ability to choose face to face delivery of information, the trusted reliance upon peer-derived information, the trust in information on certain product brands, and the need for greater information, understanding, and training to improve ICT capabilities.

In addition to the themes under heading of adaption, the data pointed to several themes relating to seeking information. Older people discussed the different ways in which they sought information relating to the safe and trusted use of ICTs. The distinction between information sought from face to face discussions and information that came from online information was a strong theme. Older people associated strongly with the idea that their local community groups and close friends were trusted sources of information. The data showed that peers from within the older community were perceived to be the most trusted sources of ICT information. Other sources of information that were strongly associated with trusted use were family and friends. Whilst some respondents associated with family members as trusted sources, there were differing expressions that suggested that family members may have reduced choices by imposing ICT usage. In these instances many of the responses associated strongly with reduced trust and acceptance.

The theme of brand trust emerged as strongly connected to ICT usage from trusted information. There was strong agreement with the perception that Apple (and Apple-related products) had systems that could be trusted. The data showed 98 specific mentions of the brand in terms of its reliability in terms of security. Comments referred to safer and more secure online transactions, safer communications, and greater detection and protection from viruses and malware. Wider comments relating to the imposed use of other’s computers also associated with brands.

The themes of training and capability were prominent features of the data. The main idea centred on the need for high level training that was face to face. Discussion on training made many specific references to the human delivery of quality ICT training in preference to online training, online tutorials, and web-based help systems. The inclination towards face to face training delivery was also associated with increased perceptions of trust in the information. Online training by contrast was associated with higher likelihood of information deception. Two ideas were prominent. Online information was
sometimes regarded in terms of security dishonesty. It was also regarded as misleading in terms of perceived influence for the purpose of gaining a commercial advantage. Much of the mainstream commentary drew connections between the attempts by banks to convince people to either convert to online banking, or at least to cancel out of arrangements where bank statements were sent by postal mail.

Those seeking information about bank offers and online banking associated the commercial offers alongside ideas of misleading promises about ease of use that directed new customers to online tutorials and information portals but removed face to face information choices. These were associated with lower perceptions of trust. In other instances there was strong association with online information as complex and more difficult to understand. These comments connected with diminished trust because there was a perception that older people’s capabilities in using ICT were less reliable than other younger cohorts. The theme of retaining face to face choices for training and ICT usage were much higher regarded in terms of trust and reliability. Those seeking information for the purpose of improved capabilities in terms of banking security strongly associated with the need for human delivery of the training in order to ensure trust. This was further connected to the idea that greater levels of information awareness regarding general matters of ICT cyber security were best delivered using face to face means rather than by ICT information pages where the emphasis was on the information without a specific person or team. The most dominant theme in terms of seeking information was the need to have the choice to receive information in different ways, with the strongest preference being to receive information by means of face to face delivery.

6.8.3 Expectations for Problem Solving

In terms of Problem Solving themes the results point to four main areas. Table 6.46 showed the conceptualised main themes as connected to the idea about problem solving. Some of these are sufficiently connected to form the dominant themes that underpin these results. These main areas were the management of expectations in terms of online banking trust, multiple problems in terms of past experiences with security and trusted usage, training and capability improvement that is tailored to older
people, and the provision of online banking choices that are competitive with existing banking systems in terms of complexity, security, and customer satisfaction.

The themes relating to problem solving focused on the expectation (or lack thereof) that ICT challenges in terms of trusted usage and acceptance could be solved. The themes explained above are also connected to an underlying theme of low expectations regarding the trusted usage of ICT online banking systems. The theme of trust in online banking is dominated by recollections by respondents about their experiences and/or the experiences of their older peers. Many of the responses cite failed experiences. The commentary regarding people who have been deceived or who have lost access to information is strongly connected with older people’s perceptions that online banking and ICT usage in general is not as trustworthy as existing human-based experiences. Online banking is depicted as problematic.

Comments about what is required to trust online banking in a regular sense was strongly associated with many of the negative experiences mention above. These align strongly with issues of ICT complexity, likelihood of cyber deception, and the unlikely acquisition of sufficient ICT capability. There is a connection between trusted usage and acceptance of online banking and the low expectation that sufficient problems are solved to the satisfaction of older people. These issues are mentioned in combination with each other by participants.

The idea that emerges is that in order to accept, trust and use online banking, participants must receive adequate information and training through a method of their own choosing (ie. That includes face to face delivery), and with sufficient capability and training to recognise security issues with reasonable ease. The theme that dominates this section is that the problems of transitioning to online financial systems are overly complex and problematic, and that shop front banking retains greater levels of choice, security and satisfaction.
6.8.4 Summary of Interview Results

The results presented here revealed four main concepts. These concepts were derived from a process of coding that applied labels, linkages, and associations to interpret the meaning of different ideas against other ideas.

- The Concept of Trust in ICTs – related to adaptation.
- The Concept of Human versus Digital trust – related to adaptation.
- The Concept of Choice in Using ICTs – related to problem solving.
- The Concept of Trusting in Information via Digital means – related to seeking information.

The process was highly cyclical with the analysis of themes requiring the transition from the data back to the idea and back to the other data through multiple iterations.

Table 6.47 Summary of thematic results of respondent interviews.

<table>
<thead>
<tr>
<th>Insufficient General ICT Capabilities and the need for improvement</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mistrust in Digital Information storage</td>
</tr>
<tr>
<td>Perceived vulnerability to cybercrime</td>
</tr>
<tr>
<td>Choices including face to face and human exchanges</td>
</tr>
<tr>
<td>Independence to interact with ICTs without the need for assistance or intervention</td>
</tr>
<tr>
<td>Trusted reliance upon Peer-derived information</td>
</tr>
<tr>
<td>Trusted information using specific brands</td>
</tr>
<tr>
<td>Management of Expectations about ICT usage</td>
</tr>
<tr>
<td>Competitive choices for ICT banking usage involving complexity, security and satisfaction</td>
</tr>
<tr>
<td>Training that is congruent with the beliefs and norms of older people</td>
</tr>
<tr>
<td>The impact of perceptions of past experiences with ICT security and financial losses</td>
</tr>
<tr>
<td>Expectations required for online banking trust</td>
</tr>
</tbody>
</table>

The dominant themes here are arranged in Table 6.47 and represent the multiple thematic interconnections between the four main concepts derived from data collected in respondent interviews. The next chapter considers the data and results of the hypothetical scenario testing that was applied to the sample respondents and discusses a comparison to the data and results of this chapter.
7 CHAPTER 7 DATA AND RESULTS FROM SCENARIO TESTING

7.1 Scenario Testing

This chapter discusses the data collected during the interviews of twenty-eight older people to ask them a range of questions in the form of hypothetical situations and “what if” circumstances. These interview questions used twelve scenario based vectors of inquiry. Chapter Six previously described the first four interview parts to the areas of inquiry with participants. In this chapter, the fifth section of interviews (scenarios) forms the area of inquiry, as referred to in chapter 6 (see Table 6.1). All of the scenarios required participants to consider aspects of trust, distrust, acceptance and rejection. The scenarios posed choices, impositions, and mandated events that related to opportunities to engage with ICTs. In each of the twelve scenarios, the choices involved a differing consideration of trust that focussed on mandates, impositions, obligations, and choices (Table 7.1).

Table 7.1 List of scenarios discussed with participants.

<table>
<thead>
<tr>
<th>Scenarios</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Change from paper printed bank statements to users downloading and printing their own bank statements</td>
</tr>
<tr>
<td>2. Unexpected phone call requesting payment</td>
</tr>
<tr>
<td>3. Forced to use online system to manage pension funds.</td>
</tr>
<tr>
<td>4. Card appointment replaced with SMS doctor’s appointment reminder.</td>
</tr>
<tr>
<td>5. Patient health information stored on a mobile tablet instead of on a hospital chart.</td>
</tr>
<tr>
<td>6. Holiday booking reliant on client online access &amp; printing of documents &amp; tickets.</td>
</tr>
<tr>
<td>7. Credit card taken away (out of sight) for payment</td>
</tr>
<tr>
<td>8. Prepayment of hotel for accommodation</td>
</tr>
<tr>
<td>9. Free online statement offer</td>
</tr>
<tr>
<td>10. Self administered online tax returns</td>
</tr>
<tr>
<td>11. Free overseas calls but with ID record of a credit card</td>
</tr>
<tr>
<td>12. Online grocery purchases with free delivery</td>
</tr>
</tbody>
</table>

Each scenario posed opportunities to engage in an online system that controlled a transaction. In some cases, it was in the form of a financial transaction and in some case it was in the form of an informational exchange. The scenarios were based on one of three levels of online trust. Some scenarios involved measures of online obligation, where the user felt obliged to use a particular system. Other
scenarios measured trust where a system imposed itself upon the user. Some scenarios involved technology usage that was mandatory. As with the interview data described in Chapter 6, respondents gave their answers verbally, and their responses were recorded using a digital recording device, which was later used in playback as a means of obtaining a transcript for each interview.

This final part of the five-section interview process asked questions centred on specific trust-related scenarios. The responses were recorded in order to gain insight into the way older people perceive technology and trust, and the differences between trusting ICT systems where there is little or no alternative.

7.1.1 Why Scenario Testing?

The interview data from chapter six focused on the experiences and knowledge from interviewing older people about their interactions with information technology. In this chapter the focus is on drawing from participants their thoughts, perceptions and knowledge based on scenarios. In many cases participants’ answers explain their challenges as they discuss how they would handle situations where imposed and mandated ICT interactions are put forward in scenario form. In some cases, subjects would draw on past experiences or analogous situations to assist in explaining an answer. Scenario testing therefore draws out from respondents a combination of experiential thinking along with the germane norms and values that come to mind as responses are made (Vannette, Krosnick, Presser, Fealing, and Ruggles, 2017). Scenario testing is useful in data collections where change, (in this case the evolving changes in technology and innovation) are factors influencing the research (O’Leary, 2010; Cohen, Manion and Morrison, 2008).

7.2 Scenario testing

The use of scenario testing is an important method of establishing thoughts and perceptions about matters where a full range of experiences may not have taken place. In interview questions respondents answer what they do, how they have done things before, and what they think the situation is based upon. They respond from their personal experiences and the experiences of others known to them. In the case
of information technology and computing, the literature confirms that older cohorts of people are likely to have limited experiences.

The use of scenario testing allows participants to indicate their thinking beyond partial experiences with technology and into perceptions and considerations that are created in concert with the experiences of peers, and the contextual practices and involvements of the people with whom they interact (Kaner, 2003). The scenarios that follow draw on a range of situations and circumstances that are designed to inform this study about the key issues of trusted usage, trust reduction, and trust rejection. This study seeks to understand how older citizens make informed decisions about using ICTs in connection with financial interactions. By testing these scenarios against older people it is possible to learn what distinctions are made when ICTs are mandated or imposed upon older people.

7.2.1 Bank Statements and the shift to mandatory online access

In this scenario subjects were given an example where the access to posted bank statements became constrained “over time”. The scenario starts with bank statements sent in the mail, then to the banks urging people to access statements online, then to a fee structure on postal statements and finally to a scenario where bank statements could only be accessed online. Subjects’ responses were recorded.

The shift to accessing online statements is initially one of voluntary choice, where online statements are recommended in terms of environmental benefits (paperless record keeping), and in terms of giving information control to the online banking customer. “Over time” the shift to online statements becomes imposed, where banks actively suggest online usage by incentivising and encouraging customers who change to an online banking system. The third phase of trusted usage is theorised as a point where online banking is a mandatory practice, and the acquisition of statements printed on paper is ended, and where replacement printed statements become cost-prohibitive. Customers are forced to seek bank statement information through the usage of an online banking system.

Responses referred to the physical need to have access to a computer, as well as the risk in interacting online within an environment where there is uncertainty and where there is possible theft and unauthorised access to private information. Some respondents referred to the tangible aspects of a
printed bank statement, and the ability to hold greater trust in a printed statement than in an attempt to find information in an online setting. Other respondents noted that printed bank statements are superior because they can be trusted and are official documents, whilst different respondents cited the need to resist (and break away from) banks that attempt to make online banking a mandatory practice.

Some respondents described the stress and anguish in navigating an online banking system. Others refer to the stupidity of being coerced into using a technology (a computer) that they do not understand. Many, (35%) discuss the absurdity of doing bank work (printing and locating on online statement), when they are the customer and not the bank employee (Table 7.2).

<table>
<thead>
<tr>
<th>Table 7.2 Rejection of Online Bank Statements</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rejection and Acceptance</td>
</tr>
<tr>
<td>85% of respondents cited some form of disquiet in relation to the removal of the postal option of statements. Responses ranged from switching accounts and changing banking to begrudging acknowledgement of the removal of a reliable postal information service. 15% of respondents stated the expectation that using online statements could be achieved and that although forced to adapt, the change was achievable.</td>
</tr>
<tr>
<td>Expectation that choice would return</td>
</tr>
<tr>
<td>45% of respondents stated that they hoped or expected that choice would return, and that it would be possible to choose whether to use online statements or to receive printed statements via postal mail.</td>
</tr>
<tr>
<td>Irrationality</td>
</tr>
<tr>
<td>35% of respondents questioned why their bank would expect them to perform all of the related banking tasks such as using computer statements, printing them, and then paying for ink, printers and storage, when they were in fact customers and not bank employees.</td>
</tr>
</tbody>
</table>

The majority of respondents stated that they would refuse to comply with a requirement to use online statements. Some respondents cited the accumulated cost and burden of home banking, whilst others cited the challenge of knowing that their computer was sufficiently secure. “Is trust the right word here? I mean I would do it – I would use online banking if I had to – because the bank keeps sending me a message that says to go on line – to save paper – or whatever they say – but I don’t know whether – I suppose I would be a bit sceptical – I’d probably still do it – look it all up – but I’d still wonder in the back of my mind – is it totally safe and secure” (Respondent 13).

Some of the respondents stated that they were surprised at the shift in the burden of work from what was previously done by the bank, but was now expected of customers. Several respondents made comparisons stating that they felt as if they were unpaid workers of their banks. “Would I trust myself? Maybe. Would I trust a system at home rather than going to a bank? No. If they cut off the statements
in the mail – then I’ll go to the ATM and get the printed statements there” (Respondent 23). Many respondents showed a preference to receive printed statements, rather than having to print them at home, whilst others saw printed statements through postal mail as documents that carried greater weight, and were more officially recognise than a customer’s home printed statement. “I rely on the statements to make sure that my account is ok. I don’t want to go to online banking, I don’t have any faith in that. I know it’s cheaper for the banks – but it means more work for me.” (Respondent 28).

7.2.2 Sudden and Unexpected Phone Call seeking payment

In this section respondents were asked to consider a scenario where they receive a phone call from someone claiming to be from their telephone company asking for a small payment to avoid a disconnection. The caller asks for a payment ($42.37) at the time of the call, suggesting the use of a credit card to pay the outstanding amount. This scenario aims to collect responses from older people in relation to issues of authority, trust, and financial transactions over telephone calls.

The respondents showed variations in the individual approaches to evaluating the possible trust or mistrust in the action of being asked to pay a small overdue bill by means of an over-the-phone credit card payment. Responses were wide-ranging and demonstrated vulnerabilities in the way older people choose to trust people in telephone service payment scams, and the inability to realise the possible security risks in play. Respondents stated firm, more emphatic views in cases where the topic of discussion was about phone payments using a credit card (Table 7.3).

Table 7.3 Small Scale Phone Scams and issues of trust.

<table>
<thead>
<tr>
<th>Trust-based decisions and telephone scams</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Distrust of an unexpected call &amp; a specific “call to action”.</td>
<td>75% of respondents spoke about their firm understanding of the importance to not use a credit card over the phone</td>
</tr>
<tr>
<td>Trust in a recognised brand name.</td>
<td>15% of respondents stated they would trust the call because it was asking for a relatively small amount, and they would normally trust a call such as this because it came from a trusted brand in the form of Telstra</td>
</tr>
<tr>
<td>Preference to pay using a credit card</td>
<td>10% of respondents stated that they would definitely use a credit card because in cases such as this where the amount is relatively small, they can make a payment by using their credit card.</td>
</tr>
</tbody>
</table>
The majority of respondents stated that they would not give out their credit card details over the phone. “I’m not going to give my credit card number out over the phone if that’s what you mean. I’m very good at paying bills on time, so this isn’t likely to happen. If it did – then I would probably go to a Telstra Shop and see someone to pay the amount owing.” (Respondent 7). Other respondents indicated they trusted over the phone conversations regarding something serious such as a telephone connection. “If it’s a person from Telstra then I would pay it probably. I have had a call from Telstra before, and they were kind enough to let me know so that I didn’t get disconnected. I have been disconnected twice before, and the experience was dreadful ... I would have preferred to get a call and be able to keep the phone going – because it’s important for me to be able to make calls and to get them.” (Respondent 8)

Table 7.4 Small Scale Phone Scams and choice patterns

<table>
<thead>
<tr>
<th>Choices exercised in dealing with telephone scams</th>
</tr>
</thead>
<tbody>
<tr>
<td>Call Telstra independently of unexpected Telstra call. 43% of respondents understood the value of safeguarding against a telephone offer by contacting the host business (Telstra) directly rather than replying through the unexpected and unsolicited telephone contact.</td>
</tr>
<tr>
<td>Reject the phone call and disregard mentions of Telstra 50% of respondents stated that they would safeguard against the probable fake telephone contact by choosing alternate means of payment or account reconciliation.</td>
</tr>
<tr>
<td>Choose to pay the scam call. 7% of respondents indicated that they would settle the amount by following the telephone caller’s suggestions.</td>
</tr>
</tbody>
</table>

In cases where there was a choice (ie to give credit card details over the phone or to check about the overdue bill through other means), respondents made different decisions. The responses suggest that most older people are capable of exercising caution and risk avoidance in terms of financial security in instances where they have a range of choices (Table 7.4). “This doesn’t sound like something trustworthy. I would not assist Telstra with this. I’d probably refer back to my local branch” (Respondent1).

Of the respondents 43% stated that they would choose to contact Telstra independently of the (probable) scam call. A further 50% of respondents stated that they would choose a different means of rejecting the (probable) scam call. Only 7% of respondents were predisposed to accept an ad hoc call for payment at face value and attempt to resolve the call by means of “over the phone” payment. The responses indicate that in instances where choices can be exercised, a range of different options may be beneficial in promoting “security-aware” considerations and actions.
7.2.3 Mandatory online access for Pension Funds.

In this section respondents are asked to consider a scenario where Aged Pension payments change to become a fully digital process and one that requires all users to go online rather than simply receiving the payment in their accounts. Participants were told that they could visit a Government office, but would still be required to make contact by means of going online. This scenario is designed to obtain responses for situations with older peers who will have limited online access, and where larger numbers of older people would be expected to adapt to an online system (Table 7.5).

Table 7.5 Reaction to Mandatory Technology Usage

<table>
<thead>
<tr>
<th>Responses to mandatory changes regarding Pension Funds</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Opposition to a forced change of system</td>
<td>81% of respondents opposed the need to change from a system that was working for the purpose of disbursing pension funds.</td>
</tr>
<tr>
<td>Opposition to a forced use of technology (replacing an existing system with options for face to face or digital contact)</td>
<td>71% of respondents opposed the mandatory shift to obtaining pension funds solely by means of an online process.</td>
</tr>
<tr>
<td>Imposed Usage to achieve a paperless set of transactions</td>
<td>57% of respondents suggested that a paperless set of transactions were either burdensome or insecure.</td>
</tr>
</tbody>
</table>

Some participants responded that an existing (reliable) system had been swapped for a digital response option that was classed as either strongly imposed or seemingly mandatory in order to obtain access to a known and trusted funding system. Responses indicated strong opposition to the loss of choice, and strong disagreement with a change that forced older people to use a new technology to the exclusion of a pension system that previous did not require users to endure computer access and understanding (Table 7.5). Many respondents viewed the proposed change in terms of additional work for themselves, rather than an existing system where government employees hold most of the responsibility. “Unhappy. It’s another system where I would have to do extra work. It’s a strange thing isn’t it – when governments and banks want seniors to get involved and get online – but then they put in place things like this where it looks more like a threat than an opportunity.” (Respondent 5).

Respondents described the proposed additional activities as both burdensome and complicated. “Devastated. It’s bad enough that the current system of pension payments makes me feel like a beggar, but if I have to go online ... well it’s just another way that the government will make me do their work
for them... and who pays if I make a mistake? It’s like I’ve graduated from retiree to part-time accountant. I hear ads that try and tell me that online banking and using computers will make my life easier – but the truth is that it’s very complicated compared to what I am expecting. Why can’t they just return to the way things were done before?” (Respondent 8).

Respondents stated that propositions such as this would be hard to trust because they are based on actions which are either compulsory or heavily obligated. “Isn’t that what they already do – and if not – I guess you’d have to go with it – I mean if that was going to be the only way you could access it and know your statements – then what choice would I have? You keep asking about whether I trust these things – but I don’t consider it trust because I wouldn’t have any choice would I? So there’s no point in thinking about whether or not I trust something. I have to use it.” (Respondent M13)

The findings from this scenario suggested that technology mandates reduce the level of trust in the usage of that technology. The act of forcing users to obtain pension funds only through a digital (ie access to a computer) pathway raised questions of distrust in the use of such technology. For some older people, a technology that is forced (or heavily imposed) upon a user, is a technology that cannot freely be considered as a trusted technology (Table 7.5).

Some older people recognised authority in the form of an official document that is printed on paper. The document represents something both tangible, and official (by holding it and sighting it they can believe something to be true). The findings indicate that same recognition of authority is diminished when the printed copy is a reprint of an automated or automatically generated document. The results further indicate that he majority of respondents place far greater trust in a statement from the bank that is on paper and sent via postal mail, than they do in a statement that they print using online banking and that they print off at home (Table 7.5).

7.2.4 Trust in SMS Reminders

In this section subjects were asked to consider the scenario that at their doctor’s (GP’s) medical centre the receptionist no longer hands out a small card with the client’s next appointment written on it. Instead participants are told that they would get a reminder SMS Text message sent to their phone.
Subjects were questioned for their reactions, and asked whether they would put their trust in the SMS reminder system, or whether they would write the appointment details down somewhere. Subjects were also asked to comment about whether they trusted SMS messages in general (Table 7.6).

Table 7.6 Acceptance, Trust and Usage of SMS Messages.

<table>
<thead>
<tr>
<th>Acceptance, Trust and Usage of SMS messages</th>
</tr>
</thead>
<tbody>
<tr>
<td>Accepted SMS messages for Medical appointment reminders</td>
</tr>
<tr>
<td>Did not accept SMS messages for Medical appointment reminders</td>
</tr>
<tr>
<td>Did not trust SMS messages for Medical appointment reminders</td>
</tr>
</tbody>
</table>

The findings showed two main areas of differentiation. In the first instance older people make distinctions between accepted usage and trusted usage. Responses fell into one of three categories. In the first instance, 15% of respondents indicated that they accepted the usage of SMS’s for medical reminders. “I write the appointment down on paper – in my diary. I guess I trust messages – but I would always check in my diary” (Respondent 3).

35% of respondents stated that whilst they sometimes receive reminders by means of SMS messages, they do not accept their distribution as their accepted method of communication. “I do not take any notice of sms messages. If I have an appointment – I make a note of it in my diary” (Respondent 2).

All of the remaining respondents (50%) indicated that they do not trust SMS messages for the purpose of appointments (Table 7.6). “I trust myself to make a note of appointments. I am organised. Sometimes I will gladly take a card from the receptionist with the appointment time written on it. – Or otherwise I’ll keep it written in my notebook. Either way this is an issue of what I do to record when my doctor’s visit will take place. But to switch this to where I rely on someone else, and someone else’s system, is a real problem to me. I mean, you seem to be suggesting that I not only abandon my own system for being on time, which I have relied on all my life, and that also I should somehow expect someone else to have the same level of care and attention to my medical care as myself. I don’t think that’s very likely, do you?” (Respondent 8)
A second variation from the responses gives an indication of the differing practice of reliance upon SMS messages as opposed to the reliance upon older habits such as writing down appointments and using a hand held personal diary. Over 90% of all respondents refused to acknowledge that SMS messages were more accepted or were accepted more than other means of communication (Table 7.7). From this group of respondents, 27% were prepared to accept the usage of SMS messages, however whilst they could see the merit in the use of technology, all of this group still preferred to rely upon systems other than SMS messaging for the purpose of remembering medical appointments.

Additionally, a further 41% of respondents stated that they rejected technology such as SMS messaging. Instead these respondents relied upon written notes, diary entries, calendar entries, and by memory alone. A further 13.6% of respondents rejected SMS messages as being an inappropriate method of reminding older people about medical appointments. Small response numbers (4.6%), indicated that respondents found it difficult to know what to do in the event that SMS messages are transferred as part of email system (Table 7.7).

### Table 7.7 Acceptance and Trust versus Rejection and Refusal.

<table>
<thead>
<tr>
<th>Acceptance and Trust versus Reliance and Rejection.</th>
<th>27% of respondents indicated that whilst they are OK with the fundamental idea of an SMS message, yet they still rely on things such as written down notes.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Older people who agree to accept SMS messages but who rely on other systems such as written notes or diaries.</td>
<td>41% of respondents indicated that they reject the use of SMS messages and instead solely rely on written entries, diaries, or their memory, for medical appointments</td>
</tr>
<tr>
<td>Older people who do not accept SMS messages but use other reminders</td>
<td>4.6% of respondents did not trust SMS messages if they come as a text message on a mobile phone, but agreed that they could believe in an email message of the medical reminder came in that form.</td>
</tr>
<tr>
<td>Trust messages that are in email form but not SMS text form</td>
<td>13.6% of respondents reject SMSs as an appropriate method of delivering a medical appointment reminder that could be relied upon.</td>
</tr>
<tr>
<td>Reject SMSs outright</td>
<td>9.2% of respondents agreed that SMS messages would be a suitable means by which to deliver reminders for medical appointments.</td>
</tr>
<tr>
<td>Accept SMSs</td>
<td>4.6% of respondents found it difficult to believe in an SMS reminder from a number that they did not recognise. This would prompt them to call their medical provider by telephone or in person to confirm the appointment</td>
</tr>
<tr>
<td>Hesitant towards SMS messages from unknown phone numbers</td>
<td>4.6% of respondents found it difficult to believe in an SMS reminder from a number that they did not recognise. This would prompt them to call their medical provider by telephone or in person to confirm the appointment</td>
</tr>
</tbody>
</table>

Some respondents stated that whilst they are agreeable with the idea of sms messages, they still rely on other appointment measures such as written notes. “I write things on to my wall calendar at home. I will read a text message – but I wouldn’t rely on it. I went to Royal Perth (Hospital) last year for my hip waited for 4 hours and then someone said that they’d sent me an SMS not to come
in... I was furious, and it’s not the way to treat people is it? – especially when you’re not well”

(Respondent 6).

A small number of respondents had concerns about the identity of senders of sms messages. “No I don’t need SMS messages. I don’t trust SMS messages – because I’m not sure who sends them. Usually it’s just an unrecognisable number.” (Respondent 18).

7.2.5 Tablets over Charts: trust in e-devices to record patient information

In this section, subjects were given a hypothetical hospital scenario where nurses in a hospital ward collected a typical range of patient information such as temperature, blood pressure, and heart rate and entered them onto a tablet rather than a traditional hospital chart. Subjects were asked how they felt in relation to moving away from written records into electronic records on a tablet. Subjects were each shown an iPad tablet with a spreadsheet on the screen (Table 7.8). This section was aimed at comparing the difference between home-based online users of ICTs and trained professionals as users of ICTs.

Table 7.8 Trust in professional ICT usage under mandatory conditions.

<table>
<thead>
<tr>
<th>Trust in professional ICT usage under Mandatory Conditions</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Accepted technology usage by trained hospital professionals</td>
<td>65% of respondents accepted that technology used by trained professionals could be trusted and would be far more reliable than older people using the same technology.</td>
</tr>
<tr>
<td>Does not trust the use of technology over handwritten medical records</td>
<td>12% of respondents responded that they do not trust medical records that are recorded on a tablet</td>
</tr>
<tr>
<td>Concern that tablets that can be accessed and used by others (visitors, children, others)</td>
<td>23% of respondents held concerns that medical information recorded on a tablet could also be accessed by children, visitors and others, and therefore would be less reliable because records could be easily altered without a trace.</td>
</tr>
</tbody>
</table>

The findings showed perceived differences between scenarios where ICT usage was undertaken by professional staff (in this case nurses) who have received IT training compared with older people who are not using technology in a professional capacity. The responses showed that there was a difference between situations where a person uses ICT technology as part of their trained professional work environment and situations where older people use ICT technology in non-professional conditions (Table 7.8). “Yes – I’ve seen it done. When I go in my doctor does it all – and then he can print it out too. I think its fine because the doctor is a highly trained medico and he will undoubtedly know how to use a computer ... probably really well.” (Respondent 6). Many respondents stated that people in a
working capacity with training and skills were suitable users of ICT systems. “I can’t think of a problem. Let the nurses be as skilled as possible. Less paperwork and more use of IT sounds like a very good idea.” (Respondent 1).

Some respondents cited security concerns. The findings showed that the concerns were directed at where the tablet was left when not in use, and whether other, non-authorised persons would be able to gain access. Specific concerns were raised about children and the ability to lose information whilst children play with technology through mobile devices (Table 7.7). “I’d be concerned about the safety of the information on the tablet, although I know that technology is going in that direction – and I know that it’s probably more expedient – from the organisation’s perspective. My concern is not about the digital record keeping that is becoming the norm, its more about the security of such information, where such a tablet is left or stored, in the reach of others – and whether it can be altered by others or accessed by others by means of another device or connection.” (Respondent 15)

Other respondents cited the issue of lost data, and mentioned the ease by which data could be erased from an electronic tablet (Table 7.8). “If the information is entered into a machine and recorded then I guess its ok. But I’d hope that there is also a paper record ... something tangible in place. I mean if the iPad gets wiped – what then? Do we just let the patient die?” I assume hospitals have a sensible approach to back up systems so that the patient information isn’t just stored in a digital sense.” (Respondent 18)

Findings showed a general acceptance of the use of tablet technology for the recording of medical information. 64% of the respondents indicated acceptance of the idea that in a hospital their normal medical statistics (such as blood pressure, temperature, and O₂ levels) could be recorded using a mobile device. In some responses however, there were limitations placed on the trust that extended beyond the initial record taking (data entry), to an understanding about where the data would be stored and in what form. 23% of respondents stated that patient statistics using a tablet was reliable, yet the reliability of the data storage was limited, with additional need for paper-based records management (Table 7.9).
Table 7.9 Trust in Digital versus Paper medical records.

<table>
<thead>
<tr>
<th>Trust in Digital versus Paper records</th>
</tr>
</thead>
<tbody>
<tr>
<td>Acceptance and trust in medical records being recorded as digital data</td>
</tr>
<tr>
<td>Limited trust in medical records being recorded as digital data, provisional upon data being also recorded in print or as a written record</td>
</tr>
<tr>
<td>Rejection of the practice of medical records being recorded as digital data, direct preference for handwritten records</td>
</tr>
</tbody>
</table>

The majority of respondents (88%) accepted the use of technology for stored medical records. “If there are trained medical professionals who collect these measurements then they probably already know how to use a computer tablet – just don’t ask me to enter my own blood pressure.” (Respondent 10).

Some respondents made comparisons to cafes and restaurants. “No problem, as long as they don’t ask me to use the thing. I mean that’s the way it’s going now – everybody is using iPads... the café that I sometimes visit has a system like that – and the waiter puts the order in an iPad – he doesn’t write it down.” (Respondent 11)

Most of these respondents felt that such a system could be trusted. Some others had small concerns and raised the possibility of using both records stored using ICTs and paper-based records. “My main concern is that any measurements taken are recorded in such a way that they cannot be altered or accidentally wiped. So are you telling me that I can’t simply change any of the information on an iPad? I think I can. Surely the act of writing down and recording patient information in ink is better than a system that can be erased and retyped any number of times? Give me a permanent patient record every time.” (Respondent 8)

7.2.6 Downloading expensive and exclusive digital objects for travel

In this section, subjects were asked to consider a scenario where they had an expensive ($8000.00 AUD) “Around the World” holiday that was booked and confirmed by a travel agent, but that required the respondent to download the tickets themselves from a special account. The access to the download was granted by means of an email from the travel agent that included a password and login details.
This section aimed to see what older people would think of a system where they completed the final steps of the transaction, and where the transaction was a travel product worth many thousands of dollars. The scenario deliberately chose a high value holiday so that they could more clearly see the difference between trust in certain people. Some people place low values onto digital objects, and this scenario aims to draw out people who have a different set of values that are dependent upon trusting digital systems and digital technology compared to face to face travel-related transactions. Many older people see the acquisition of financially high-value digital objects as being connected with paid professionals rather than something that should be entrusted to older people with little IT experience (Table 7.10).

The majority of respondents stated that they expected a better level of service from a travel agent rather than an email that required them to download and print their own tickets. They expected the travel agent (in its professional capacity) to provide the tickets in a printed form. “I’m not sure it’s a good thing to email out passwords is it? I mean the bank doesn’t even do that. My limited knowledge tells me that there is a security risk in doing this. Plus, if I’m spending that kind of money then I’d expect my tickets given to me rather that as some kind of self-serve.” (Respondent 4).

Many older people showed considerable concern about the idea of having to download one’s own ticket. Only 8% of respondents accepted the idea of downloading and acquiring their own tickets. The remainder of participants rejected the idea of downloading e-tickets, and 32% of respondents were more convinced that the travel agent would normally acquire and print e-tickets. A further 28% of respondents felt strongly enough that they suggested the need to replace the travel agent. Another 32% of respondents cited security and IT incompetence as contributing to the lack of confidence and trust

<table>
<thead>
<tr>
<th>Trust in online claims for airline flight tickets.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Acceptance and trust in download and acquisition of tickets</td>
</tr>
<tr>
<td>Rejection of the idea of downloading and acquiring online tickets.</td>
</tr>
</tbody>
</table>

Table 7.10 Trust in online claims for airline flight tickets.
that many older people experience in using ICT and in assuming the responsibilities of the transactions.

(Table 7.11)

Table 7.11 Distrust where the user does his own downloads.

<table>
<thead>
<tr>
<th>Distrust of own downloads.</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Acceptance of the need to download e-tickets</td>
<td>8% of respondents accepted that their tickets could be downloaded and acquired.</td>
</tr>
<tr>
<td>Rejection of the need to download e-tickets based on expected service and on the large expense</td>
<td>32% of respondents rejected the idea of downloading their own ticket and expected the travel agent to complete this task.</td>
</tr>
<tr>
<td>Rejection in favour of New Travel Agent</td>
<td>28% of respondents stated that they would prefer to get a new travel agent.</td>
</tr>
<tr>
<td>Rejection of the need to download e-tickets as the customer rather than having it done by the travel agent.</td>
<td>32% of respondents rejected the idea of downloading their e-tickets based upon their lack of confidence and the risk of an expensive computer-related problem.</td>
</tr>
</tbody>
</table>

The majority of respondents felt that their travel agent would understand the expectation that tickets would be printed for customers, rather than expecting the customer to download and print tickets. “Not a great scenario. I use a travel agent from time to time. I use them precisely to avoid having to do things like this for myself. If I’m going to download e-tickets and other things, then I probably don’t need a travel agent.” (Respondent 9).

Many of the trust and rejection issues revolve around risk in terms of the security risks in dealing with an expensive financial object (in this case an $8000 set of tickets). At the same time, however, respondents rejected new technology where they were expected to actively complete tasks such as printing one’s own tickets, and having to provide ICT resources. 27% of respondents rejected a system that imposed the need for older people to print their own e-ticket. 73% of respondents indicated decreased trust in a system that allowed access to expensive tickets by means of emailed passwords (Table 7.12).

Table 7.12 Rejection on basis of doing extra IT work versus Security Issues

<table>
<thead>
<tr>
<th>Rejection of downloading online e-tickets.</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Rejection of imposed need to download and print</td>
<td>27% of respondents rejected the idea of having to print their own ticket.</td>
</tr>
<tr>
<td>Rejection of an imposed system that sends out passwords by email</td>
<td>73% of respondents rejected any system that sent out passwords via email.</td>
</tr>
</tbody>
</table>

Older people rejected the use of technologies where the key task involved the imposed usage of their own IT. “Fairly annoyed I should think. I would expect that for that kind of money she could
have everything ready for me to pick up from the travel agent. I don’t like risky things at the best of times – but why would I ever want to do something so fraught with risk just before I go on an expensive trip? And I wonder who would pay if I deleted the tickets or lost the password? Its things like this that make me think the world has gone completely mad. We seem to want to rely on self-service computing than on the normal things we trusted other people to do.” (Respondent 10).

Other respondents rejected the mandatory acceptance of a system that granted access to goods based on the acceptance of email communications that released password access codes. “Why would a travel agent want to effectively put themselves out of a job?” (Respondent 18).

7.2.7 Hotel clerk holds onto older person’s credit card for long time during stay

In this section subjects were asked to consider a scenario where they stay at a hotel, and had their credit card taken away out of sight, and held onto. Respondents are asked to explain how they feel about trust in hotels, foreign travel, and hotel employees (Table 7.13). This scenario aimed to draw out responses to trust where associated with financial interactions in both tangible and intangible ways. The scenario was designed to identify where older people are reluctant with both the virtual challenges of technology that is forced or imposed, as well as the physical challenge of handing over a physical card. In this scenario older people are asked to face the prospect of an imposed transaction (ie: to pass over their credit card) whilst also thinking about the challenge of imposed and required online transactions.

**Table 7.13 Limitations to trust and actions arising from imposed credit card exposure**

<table>
<thead>
<tr>
<th>Limitations to Trust: imposed credit card exposure</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Specifically seek out a manager</td>
<td>32% of respondents did not trust an arrangement whereby their credit card was retained out of sight, and their first actions was to directly seek out hotel management.</td>
</tr>
<tr>
<td>Follow the card behind front of house activities (ie refuse to allow card out of sight)</td>
<td>37% of respondents rejected the idea of allowing their credit card to be taken away and held out of sight. Respondents were prepared to follow the card (to behind the counter) if required.</td>
</tr>
<tr>
<td>Check bank statements</td>
<td>16% of respondents stated that they would repeatedly check their bank statements in anticipation of expected bank fraud.</td>
</tr>
<tr>
<td>Limit exposure using specific restrictions on card limits</td>
<td>15% of respondents stated that they would either limit the amount held on the card (some said to $500) or they would switch to a debit (rather than a credit) card.</td>
</tr>
</tbody>
</table>

The findings showed that different money strategies had evolved “over time”. Many respondents (32%) were direct in their actions, citing the need to speak with hotel management over regarding untrustworthy practices (Table 7.13). Other respondents cited their concern about credit cards
being taken away and out of sight. “I would not like to see the card go out of sight, but I suppose if I had to stay there – then I might not have a choice. I like to prepay for accommodation so that there isn’t any fuss about that sort of thing.” (Respondent 6).

37% of respondents were prepared to follow the hotel employee to keep the credit card within their field of view. Other respondents (16%) said that they felt helpless, and resorted to constantly checking their bank statements in anticipation of finding evidence of bank fraud. “I might try and find another hotel if I had something like this, but I daresay it might not be possible ... last minute and all. The thing is to ask for receipts and to just check your statements. There will always be criminal types who will try and rip you off, but if I use my credit card on a holiday – then maybe I would have it set up to only make transactions of certain amounts. I’m pretty sure that can be arranged. I stayed in a hotel in Albany a couple of months ago, and they used my credit card and took it away out of sight. I was worried about having it card skimmed, so I just check my statements. So far - so good.” (Respondent 7).

The remainder of respondents (15%) mitigated their risks by either placing limits on the amounts held on their credit cards, paying with cash, or switching to using debit cards where they could assign a specific amount of money from a separate, less exposed account (Table 7.13).

“I don’t like the idea of anybody taking my credit card out of sight – or making a scanned copy – regardless of the circumstances – I would not trust anything about such a situation – and I would not trust a hotel that made such a situation occur.” (Respondent 15).

At the core of the responses from participants is the challenge of trusting a system or practice that is both imposed or forced upon the user, and also well known to be problematic in terms of card fraud, financial fraud, and non-trustworthy in comparison to other payment methods and customs. The responses show that in financial transactions for older people, choice is crucial to trust, and that where choice is limited, trust is also limited (Table 7.14).
Table 7.14 Trust with imposed and mandatory payment systems

<table>
<thead>
<tr>
<th>Trust with imposed and mandatory payment systems.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Acceptance and trust of a retained credit card by a hotel</td>
</tr>
<tr>
<td>10% of respondents accepted the idea that a hotel would retain their credit card</td>
</tr>
<tr>
<td>Mistrust of a retained credit card by a hotel</td>
</tr>
<tr>
<td>37% of respondents showed mistrust of a system that required their credit card to be</td>
</tr>
<tr>
<td>retained out of sight</td>
</tr>
<tr>
<td>Forced hand over of a credit card … and no trust</td>
</tr>
<tr>
<td>53% of respondents felt that the action was forced upon them, and that in such</td>
</tr>
<tr>
<td>circumstances trust was unable to be considered.</td>
</tr>
</tbody>
</table>

The responses from this scenario depict how circumstances that force or impose certain actions are linked negatively with concepts of trust. In this scenario, the emphasis is upon the physical retention of the card, even though the ongoing concerns would require monitoring and ongoing online action to show vigilance towards anticipated fraudulent banking activity (Tables 7.13 and 7.14).

An important observation about the responses in this scenario is the intention to find hotel management. All the responses spoke of discussion with a person rather than acceptance of the imposed credit card retention. The findings showed that older people look to resolving financial conflict by means of face to face contact with specific people. 69% of respondents indicated some form of human contact as a method of resolving an unacceptable and apparently untrustworthy scenario (Table 7.13).

7.2.8 Hotel advising payment system before arrival at hotel

In this section older people were asked to consider a scenario where they are going away to stay at a hotel and the hotel advises the need to pre-pay for the accommodation. The aim in this section is to get subjects to discuss their thinking and intentions where the hotel has imposed a setting upon them. In this setting the respondents have not arrived at the hotel, so the notion of an imposed payment procedure does not carry the same mandatory elements as in the previous scenario. “I don’t think I would do that. I don’t mind going into a travel agent – and pre paying then and there. But I’m not going to go online with a hotel from another country, it’s too risky. And no I wouldn’t know enough to know whether they would use my card and charge me with other things. I mean who knows what they might do if they know that they can use my credit card for charging out other things.” (Respondent 7).
The most common response (48%) was to transfer the risk to a travel agent to take care of the payment in advance. In this scenario older people looked to connect with a human interface (i.e., a travel agent) rather than an attempt to pre-pay in an online format (Table 7.15).

Table 7.15 Trust in prepayment of distant accommodation

| Preferred trust placed in Travel Agent | 48% of respondents preferred to pay a travel agent in advance than to make a prepayment to a hotel directly |
| Preferred rejection of hotel conditions in favour of a different system | 29% of respondents preferred not to use a hotel that demanded a prepayment up front. Respondents preferred to find a different choice of accommodation. |
| Preferred to pay without using a credit card | 14% of respondents preferred to pay using cash rather than handing over information about a credit card. |
| Felt that they had no real choice. | 9% of respondents felt that they had little to no choice. They accepted the need to make a prepayment – even though they did not entirely trust the idea of making a prepayment. Respondents felt that the system imposed little choice on them. |

29% of respondents found the prospect too risky and opted to reject using the hotel altogether, in favour of a different choice (i.e., a different hotel). “No I wouldn’t do this. I’d go inside a travel agent and book through them. Then I’d have some comeback. It is easier to trust a local travel agent – in your own city – than a hotel in another country or another state.” (Respondent 17).

A further 14% of respondents felt that they could make a payment using cash and that this would be better than using a credit card. The remaining 9% of respondents believed that they had very little choice. The findings showed that they accepted that there was a need to make a prepayment; however they did not trust the system of payments, but instead believed that the system that was imposed upon them left them with little to no choice. “No I don’t trust the hotels from foreign countries. I will happily pay a local travel agent – and that way they will have the responsibility rather than me. This transfer of risk onto me personally seems unnecessary, why would I want to take this risk on?” (Respondent 8).

7.2.9 Bank offer of Free Statements

In this scenario subjects were asked to consider a situation where their bank offers a new smartphone app for banking that includes free statements that can be downloaded onto any internet device (computer tablet smartphone). Respondents were asked to assess whether this gave them a greater sense of trust in mobile banking than before, and whether they would be interested in such an application. This scenario aimed to determine factors that might encourage trust and acceptance of online banking.
opportunities. It was designed to identify customers that would rely on digital systems rather than human, face to face, contact. It also explored responses about the rejection, distrust and suspicion of technology offers from financial institutions (Table 7.16).

**Table 7.16 Perceptions about human contact, customer work and online trust**

<table>
<thead>
<tr>
<th>Perceptions about human contact, customer work, and online trust</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Reluctant to become a customer doing work for the bank</td>
<td>44% of respondents felt strongly opposed to the idea of doing much of the banking work for the bank. Free statements seen as a lure to convince customers to do the work of the bank for the bank.</td>
</tr>
<tr>
<td>Preference to remain in a system allowing for human, face to face contact</td>
<td>25% of respondents showed a strong preference to banking that allowed for face to face contact. These respondents saw the lure of free statements as an attempt to drag them from traditional “in shop” banking to online, faceless interactions.</td>
</tr>
<tr>
<td>Lack of trust in online banking</td>
<td>31% of respondents stated that they had no trust in online banking. They preferred traditional banking practices as easier, safer, and more appealing.</td>
</tr>
<tr>
<td>Support for online and mobile banking</td>
<td>21% of respondents supported the idea of online mobile banking. 11% did not specifically identify the scenario offer as something that would make them trust the bank. However they retained their support in general to trust online banking systems.</td>
</tr>
</tbody>
</table>

The findings showed that older people considered the shift to online digital banking access as something that involved a greater amount of effort on the part of the participant. Many comments indicated strong reliance on paper-based records keeping that was required irrespective of access to digital records. Bank statements that were sent via postal mail were perceived as more accurate, more official, and safer. Responses (44%) showed a dislike for additional document management, record keeping, printing, and additional equipment as an unfair shift away from bank services that previously provided the same services themselves and at no charge (Table 7.16). “You have to ask yourself, what’s in it for me? I mean that’s what the bank does. If they can get you to look at statements without sending them to you in the post – then they’re winning aren’t they. You suddenly become an unpaid employee. YOU check the statement, YOU print the statement, on YOUR printer, with YOUR ink and in YOUR time. If I had to change – then I would. I’m not completely scared of online banking – if that’s what you mean. But I would like to change if I have a choice to use something where I’m not forced to be the banker.” (Respondent 11).

In line with the thinking that banks have shifted work and responsibilities onto their customers, findings showed a secondary theme in the dilution of face to face contact with bank personnel in favour of online systems. Of the respondents 25% of comments described a preference for human interaction. Responses indicated far greater trust in personal contact and interactions than in attempts to trust in
online non-human exchanges (Table 7.16). “I’m not interested in offers to make me do all the work. I would prefer to go to a bank and talk to a person.” (Respondent 2).

A third finding indicated that 31% of respondents stated that they had no trust in online banking. They felt that traditional banking practices, where transactions are conducted in banks, were safer, more secure, and vastly easier to take part in (Table 7.16). “Firstly it certainly wouldn’t make me trust them more than before. Secondly it doesn’t interest me. I want a bank that looks after the security of my money – and makes it available for me when I want it. The way things are headed – it sounds like now I’m an employee of the bank, using my computer and my time. That should be of interest to no body.” (Respondent 8).

The findings also showed concern for a lack of participant skills, and a low level of capability to undertake online financial transactions. Older people believe that their own ICT capabilities are less developed than others, and that they are putting their finances and savings at risk by engaging in online banking, rather than by using the banks traditional face to face services (Table 7.17). “No I don’t feel that I trust myself for that sort of thing – the phone is too small – I’m scared of it and I don’t know if I’m doing it right.” (Respondent 6). “No this wouldn’t make me trust the bank. I’m not learning about computing so that I can get a job at a bank. I am perfectly happy going to my local branch for all of my needs. I don’t understand why people would want me to do these things.” (Respondent 12).

Table 7.17 Capabilities, suspicions, and online acceptances

<table>
<thead>
<tr>
<th>Capabilities, suspicions, and online acceptances</th>
<th>37% of respondents felt strongly opposed to the idea of doing much of the banking work for the bank. Free statements seen as a lure to convince customers to do the work of the bank for the bank.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lack of skills, knowledge and capability to undertake online banking</td>
<td></td>
</tr>
<tr>
<td>Overall suspicion towards attempts by banks to engage with online banking</td>
<td>49% of respondents indicated that they were suspicious or wary of lures such as “Free Statements” that appeared to be an attempt to get customers to switch more readily to mobile and online banking applications</td>
</tr>
<tr>
<td>Trust in online banking</td>
<td>14% of respondents stated that they held some feelings of trust in online banking systems even though they had low levels of skill and capability in using computers and tablets.</td>
</tr>
</tbody>
</table>

In contrast to the themes of poor ICT capabilities by older people, and of the sense of being lured to online banking, there are a small number of respondents (14%) who trust online banking, despite recognising their own poor ICT capabilities. “No this wouldn’t make me trust the bank. I’m not learning about computing so that I can get a job at a bank. I am perfectly happy going to my local
branch for all of my needs. I don’t understand why people would want me to do these things.” (Respondent 12).

These respondents hold a long-term view that ICT progress is inevitable, and reconcile the need to draw older people towards the use of online banking and mobile financial transactions (Table 7.17).

“Ok so I’ve had a couple of offers like this just recently. I’m not confident using a computer, but if I was to somehow become more used to using it then I might make a change. It’s all going this way anyway, but I don’t trust my ability in using a computer enough to jump straight in. Maybe after I learn more about my computer. I just don’t want to get hacked and lose my money. Umm the offer is interesting – But I’m not ready.” (Respondent 7).

7.2.10 Trust and Confidence in self-administered online Tax Returns

In this section subjects were asked to consider their trust in tax returns under the imposed conditions of self-administered online returns. The aim of this question was to understand how older people feel about sending information of a financial, personal and private nature under imposed or mandated conditions. The aim is to show comparisons between the users of professional services, trusted systems, and financial transactions and transactions where individual participants would hold the responsibility for the trust and the responsibility of the exchange of information.

In this section participants were given a scenario whereby they were expected to prepare and send in their tax return on line. They were asked whether they felt confident to use such a system, and to complete their tax return without the need of help from an accountant. This theme aims to determine how older people might behave when they have to complete financial online documentation that of great importance and that can potentially impact upon their income and their lives. This scenario compelled older people to question what elements of financial online interaction can be trusted and what (if anything) needs to be rejected or changed (Table 7.18).
Table 7.18 Online financial tax returns: trusts, risks, and human interaction.

<table>
<thead>
<tr>
<th>Online financial tax returns: trusts, risks, and human interaction</th>
</tr>
</thead>
<tbody>
<tr>
<td>Risks in attempting an online tax return without same support</td>
</tr>
<tr>
<td>95% of respondents felt that the act of completing an online tax return carried a high level of risk. Respondents noted that lodging tax returns are serious tasks and are treated with a high level of attention and with the support of others.</td>
</tr>
<tr>
<td>Trust in their own support networks and connections</td>
</tr>
<tr>
<td>35% of respondents indicated that they relied on the help of others to support them during the important task of completing and submitting a tax return. Respondents cited partners, friends, social club teams, and a range of existing networks that they relied upon and whose advice they trusted.</td>
</tr>
<tr>
<td>Trust in Tax Professionals</td>
</tr>
<tr>
<td>61% of respondents cited that they use a tax professional, and that they could not complete an online tax return by themselves. They stated that they trust the services of a professional person specifically so that their tax is completed competently. Respondents also cited a lack of trust in online systems, in online tax scams, and in their own capabilities.</td>
</tr>
<tr>
<td>Trust in people</td>
</tr>
<tr>
<td>75% of respondents stated that they needed or wanted some kind of human interaction and assistance. Many respondents cited that online systems reduced the opportunity to interact with other people. The online tax system assumed a level of ICT skill above that of many older people, and denied them the ability to talk about their difficulties.</td>
</tr>
<tr>
<td>Stress</td>
</tr>
<tr>
<td>24% of respondents stated that doing their tax return was a stressful experience. These respondents made the point that converting to an online return made the task more stressful.</td>
</tr>
<tr>
<td>Need for choice when ICTs are mandated</td>
</tr>
<tr>
<td>33% of respondents made connections between being forced to complete the task online, and the need for choices and alternatives.</td>
</tr>
</tbody>
</table>

The findings showed that older people are reluctant to take such action, and are confused about who or what to trust. Many older people are reliant upon professional services for their financial affairs, and are risk averse towards non-human information exchanges. Respondents noted that tax returns are extremely serious tasks. Respondents were cautious about using their computer. They saw the proposed method of an online tax return as risky. Many older people cited trust issues with the government, with online transactions, and with relation to online tax scams. Most respondents saw the idea as unnecessary given that the previous system had worked for many years. 95% of respondents stated that doing their tax return online was a risky endeavour (Table 7.18). “I’m not going to risk this kind of event. I always go to an accountant. It takes 10 – 15 minutes. Imagine how many hours it would take to do my tax return using an online system. And who would pay for me for all of the stress it would place on me. When I go to my accountant he talks to me. We have a chat about my tax. Is there an online person who will do that for me… and if so how much would that cost?” (Respondent 10).

Some respondents spoke of a reliance on the support of others to complete important tasks such as a tax return. Respondents cited partners, friends, social club teams, and a range of existing networks that they relied upon and whose advice they trusted. Respondents also cited that they felt little trust towards an online system which was difficult to share with their support networks, but which had the
effect of segregating them from the assistance and support of trusted others. There were 35% of respondents who cited that access to support people was important in order to trust the task of submitting a tax return. 75% of respondents stated that they needed some form of human assistance, support or interaction as part of their ability to complete tax returns. Respondents indicated that such support came in the form of human, face to face exchanges, and was more easily available through existing social and professional networks than through online interactions (Table 7.18).

Many respondents (61%) cited the need for using a tax professional. Participants expressed difficulties in completing several components of a tax return. They stated that they trust the services of a professional person specifically so that their tax is completed competently. Respondents also cited a lack of trust in online systems, in online tax scams, and in their own capabilities. Respondents indicated that given the high significance of getting their return submitted without mistakes, the idea of completing such a task themselves and online seems out of the question (Table 7.18). “We don’t like the ATO but we trust them. As for doing my return online, no thanks. I’ll use a professional for that. I would not trust myself. We’ve been submitting tax returns for many years you know. It’s not as if we don’t know the importance of submitting it all properly” (Respondent 5).

Many respondents stated that matters such as these required human interaction. “I received three emails from what I assume were scammers who emailed me to suggest that I could click onto their email for assistance with an overdue tax return. Whether it was a scam or the real thing doesn’t matter. I prefer to talk to a person. And in the case of my financial security I am not prepared to place my trust in an email from someone I don’t know. In this instance the email didn’t even give a name – just a department title. The form from the Post Office is the official form... so I trust that. If they think it’s the same on line they are crazy. I just can’t take risks such as this at my age. At least with the tax form from the post office I can chat with the others at the club. How would I do that using a computer? I suppose I can just carry it into my Probus club with me can I?” (Respondent 17).

Findings showed that stress was a factor. 24% of respondents cited that being forced to do their tax returns online made a worrying task more stressful. The results indicated that older people who are overall less skilled, less confident, and less comfortable to use ICTs, would feel increased stress. (Table
7.18. “No faith in this at all – I’ve always stressed about doing my tax, but to add the burden of completing it on a computer... it’s far too risky and it’s simply absurd. How can I trust a government that forces such things onto us oldies? Are they offering a free 6-month course in computing too? I have an old computer. It’s not connected to the Internet or the World Wide Web... I really think this is going too far... I give up.” (Respondent 2).

33% of respondents noted difficulties when being forced to complete an online task, and were critical of the need for choices and alternatives, rather than acknowledgements of technology rejection (Table 7.18). “I wouldn’t trust myself – and I don’t have a choice but to use some form of return for the ATO – so if there was no alternative then I would give in to the demand – but I don’t think this is the same as trusting them... nor is it the same as an online program that I might want to use. I would go to a bookkeeper. The one I use knows me – and has been helping me for many years.” (Respondent 16).

7.2.11 Trusting ‘freebies’ the case of the free overseas phone calls

In this scenario the subjects were given a scenario where they could get something for free if they used an online program. This scenario presented an opportunity to make “free” overseas phone calls, but with the need to use a credit card to initiate the deal (Table 7.19). The scenario aimed to see how older people described trust in an environment where there are alternative options and where there are choices about what each respondent would do.

<table>
<thead>
<tr>
<th>Table 7.19 Trust in IT offers with credit cards</th>
</tr>
</thead>
<tbody>
<tr>
<td>Trust in IT offers with credit cards</td>
</tr>
<tr>
<td>Rejection of compulsory credit card usage</td>
</tr>
<tr>
<td>Trust in non-essential technology</td>
</tr>
</tbody>
</table>

Many respondents stated that ICTs needed to be straightforward in order for users to trust them. Many cited that in this scenario, the need for a credit card when the calls are free is a sign that a person should hold back from trusting such a system. “I might try this – but having to supply my credit card...
makes me suspicious. Why would they need my credit card – unless the object was to somehow get to use my credit card – and that somehow I would end up paying something?” (Respondent 1). Others held views built upon multiple experiences that indicated the need for caution. “No it’s not for me. It sounds like a scam. And even if it’s real - there are many other offers like this that seem identical and are not real – they are phony attempts to get money from you.” (Respondent 2).

63% of respondents described that the offer to make free telephone calls seemed unlikely to be honest. Several respondents stated that they had seen other telephone and communications technology and were convinced that there should be no need for users to need to register a credit card. Several respondents were content to reject the technology and to look for other alternatives (Table 7.19). “There’s no such thing as free calls – unless you’re doing something illegal or dishonest. I reckon some of these online offers are really just attempts to get you to use a program so that they can access your information and then steal money from you.” (Respondent 8). “I don’t understand why I’d need a credit card – If it’s free – it shouldn’t need a card. It sounds dodgy – and I say no.” (Respondent 4).

The findings showed that many older people (73%) described that this offer had a luring effect on others. Respondents indicated that they were suspicious or wary of lures such as “Free Statements” that appeared to be an attempt to get customers to switch more readily to mobile and online banking applications (Table 7.19). The findings showed examples where older people found it difficult to trust an offer that contained a generous opportunity, but that also involved mandatory credit card registration. “Actually we tried using a program called Viper or Viber or something like that. Only because we could make contact with our daughter and the grandkids whilst they are in Europe. But I prefer Skype – there’s no need for a credit card – trust it more.” (Respondent 19).

7.2.12 Online Grocery shopping with free delivery if you order online

In this scenario subjects were asked to consider using an online ordering system for groceries which had the added incentive of free delivery, as long as orders were placed online. The aim of this scenario was to get respondents to explain their likely acceptance or rejection of an online opportunity
that was not mandatory or imposed, yet included the compulsory action of ordering online in order to obtain a free delivery (Table 7.20).

Table 7.20 Trust in online grocery shopping

| Trust in non-essential technology but not the motives | 33% of respondents indicated that they were suspicious or wary of lures such as “Free Delivery” that appeared to be an attempt to get customers to switch more readily to mobile and online grocery shopping applications |
| Trust in online grocery shopping | 44% of respondents stated that this was a service that appealed to them, and that they would definitely use. Unlike in other examples, where the online activity seemed skewed in the provider’s direction, the scenario here depicts a scene where the customer receives a tangible benefit (in terms of the grocery delivery) and the technology benefit of shopping online without leaving the house. |
| No trust | 23% of respondents stated that they did not trust the online grocery shopping app, and did not like using a computer for such a thing. Some older people held doubts about the system of online ordering. |

The majority of respondents were in favour of the online grocery proposition. Several liked the idea that there was an actual delivery person and that the process was a combination of ICT technology and human delivery. “It would be a fun thing to try once – but I think I’d prefer to select my own goods when I go shopping. Perhaps if I’m sick – and I need it delivered, I might resort to this. It’s not like it’s a faceless transaction, ... I mean I’ll still meet the delivery person wont I?” (Respondent 2). The findings showed that different older people have mixed feelings about trusting online technologies. For some people there is the fear that appealing offers such as free delivery (if you order online) is used as bait to convert people into users of technology. This scenarios relates to a much weaker emphasis on mandatory ICT practices (Table 7.20). “Yes I’d trust this. Its sounds like a good deal. Free delivery, wow that’s great.” (Respondent 1).

For some respondents the opportunity to purchase online vegetables and fruit from the comfort of home brought about questions of trust. 44% of respondents stated that they trusted the online grocery app and that they were being looked after as customers of the grocery store (Table 7.20). The findings showed that respondents found it easier to trust a system that had a local, physical presence (ie wasn’t fully virtual), and that provided a good service to people in the neighbourhood. This scenario depicts a scene where the customer receives a tangible benefit (in terms of the grocery delivery) and the less tangible benefit of shopping online without leaving the house. “This sounds like a great idea doesn’t
it? I’ve heard about Woolworths doing this. I actually might give something like this a go. Especially if they deliver it to me. It’s not like they want to steal my money.” (Respondent 11). Some respondents cited brand-related trust. “I would trust Coles or Woolworths. If it’s a universal thing and it takes off – then that’s ok. I think that’s the sort of thing that can have a standing order – or an app. So it doesn’t sound complicated. I could trust something like that – especially if everyone starts doing it. I’d still buy my own fruit though.” (Respondent 4).

Some respondents were more reserved in citing trust, however 33% were comfortable to state that they trust the technology use, even though they might hold a reservation about an offer that uses free delivery to lure people away from other forms of shopping (Table 7.20). “No – I like to shop in person. I might trust this program – but not the supermarket. How would they know the level of ripeness that I might want to buy? Why don’t they just let you ring through an order for a delivery, just like the pizza places” (Respondent 9).

The findings showed that for 24% of respondents the new ideas met with little acceptance (Table 7.20). For some respondents the opportunity to go to a store and physically choose and handle the produce that they wish to buy was described on the responses. “I’ll do my shopping the normal way. There are just some things that I can’t see changing. Grocery shopping will always be an activity that will need me to go to the store.” (Respondent 8). “I’m not interested in online purchases. There is always a risk that I could lose money. As a senior – I’m not looking to take greater risks. I would prefer to see what new innovations become permanent, and what are just fads. I don’t think online grocery shopping can compete with my desire to pick my own fruit and my own vegetables.” (Respondent 18).

7.2.13 Summary of Scenarios Part 5

In the previous chapter (six) the first four parts of the interview data was discussed, showing the results of interviewing participants in terms of participant backgrounds, types of ICT usage by older people, descriptions of trust, and understanding concepts of trust (Table 6.1). In this chapter the fifth component of the participant data using scenario testing is outlined and discussed. In this section participants gave answers to a range of scenario questions that extended issues of trust using ICTs to progress into variations where imposed and mandated ICT usage was more clearly proposed.
Of the twelve scenarios tested three were directly related to matters of online banking, and a further five were indirectly related to banking but directly concerned with matters involving money and finance through the use of ICT systems. Of the remaining four scenarios, two scenarios were associated with ICT systems regarding health records, one was associated with free overseas phone communications, and the last scenario was associated with the ordering of grocery shopping by means of an online system. All of the scenarios proposed various online ICT usages that incorporated either imposed or mandated ICT usage. The results of the participant responses revealed a clearer view of how older people who are novices in the use of ICTs respond to online systems where choices are replaced with restrictions. The scenarios offered a range of circumstances that aimed to identify what areas are important to older people when making decisions about the trust and security of money and information, as well as the accepted usage of online systems in order to interact and engage within a modern progressive environment.

### Table 7.21 Topics used for interviews for scenario testing

<table>
<thead>
<tr>
<th>Scenarios</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Change from posted bank statements to downloading &amp; printing their own bank statements</td>
</tr>
<tr>
<td>2. Unexpected phone call requesting payment</td>
</tr>
<tr>
<td>3. Forced to use online system to manage pension funds.</td>
</tr>
<tr>
<td>4. Card appointment replaced with SMS doctor’s appointment reminder.</td>
</tr>
<tr>
<td>5. Patient health information stored on a mobile tablet instead of on a hospital chart.</td>
</tr>
<tr>
<td>6. Holiday booking reliant on client online access &amp; printing of documents &amp; tickets.</td>
</tr>
<tr>
<td>7. Credit card taken away (out of sight) for payment</td>
</tr>
<tr>
<td>8. Prepayment of hotel for accommodation</td>
</tr>
<tr>
<td>9. Free online statement offer</td>
</tr>
<tr>
<td>10. Self administered online tax returns</td>
</tr>
<tr>
<td>11. Free overseas calls but with ID record of a credit card</td>
</tr>
<tr>
<td>12. Online grocery purchases with free delivery</td>
</tr>
</tbody>
</table>

### 7.3 Conceptualised data and scenario findings

The scenario results brought about a clear understanding of the challenges that face older people in accepting ICT-driven systems for the management and control of banking, finance, and other important information. The themes from chapter six that were conceptualised to provide clarity of the challenges to older people revealed significant knowledge about the issues relating to imposed and mandated ICT usage.
The first scenario where banking statements become available only in an online form revealed that whilst people will adapt to the online access of banking information they remain apprehensive that statement information is no longer available by postal means. As an individual event, the removal of bank statements sent by postal mail is not a difficult circumstance to overcome. However the wider implications of posted statements are that individuals must now engage in online banking to gain access to their bank balances. In reality there are other options, users can visit their bank branch in person, or can print out balance receipts from an ATM machine. However the perception from several participants is that they are being forced to engage in online banking.

The second scenario where participants are asked to trust a phone caller claiming to be from Telstra requiring an over the phone credit card payment revealed that most people understood that giving out credit card details over the phone was risky. However, a small number of participants claimed that they would trust the Telstra brand and make an over the phone payment. Additionally, in the interviews with participants about responding to a caller claiming to be from a bank, a larger number of participants stated that they were unsure about whether the caller could be trusted, whilst other respondents were concerned that they were required to give their personal details over the phone, despite assurances that their bank would never ask them to disclose their private information over the phone. In this scenario, some older people feel obliged to continue with phone calls from people claiming to represent an authority such as a Bank or a Phone. In these scenarios the imposed expectation to engage with an otherwise unknown telephone caller reveals that older people interpret phone calls as events that require immediate action rather than situations where the call can be stopped and a respondent can verify the authority of the call and the caller through a previously trusted bank branch or utility office.

The third scenario where participants are informed that they would need to interact in an online system to obtain pension funds met with widespread disagreement. Most respondents stated that there was no need to change from an existing system that is perceived by respondents to be effective and something that does not require change. In this scenario many respondents claimed support for the need to retain options for face to face contact if required. The results of this scenario showed that when significant amounts of money payments are involved there is a strong preference for choice and alternative action rather than a mandatory system that forced online engagement. In situations where
older people interact with a regular exchange of money, they become concerned that the transactions involve greater risk because contact options become limited. In the interview data, some respondents cited that email contact details that failed to give an individual contact name, but instead gave out a generic non-specific position description held less trust than contact details for actual people. Broad email contacts such as complaints@dss.gov.au gave respondents the perception that they had little or no choice but to contact a department by means of an email, when those respondents would have preferred to speak to a person and to know their full name. The imposed nature of such interactions gave respondents the perception of a lower the trust in using a non-specific email contact, whilst at the same time reinforcing the perceived need for face to face contact arrangements.

The fourth scenario asked respondents about their willingness to be reminded about a medical appointment by means of a sms text message. In this scenario, whilst there were many people who agreed to receive a sms text message, there were large numbers of respondents who did not see sms messaging as the more reliable method of making note of a medical appointment. For many older people, their preferred method of reminder was the use of their own system using diary or calendar reminders. Since in this scenario the acceptance of a sms text message was voluntary, there was widespread agreement to receive a sms. However the majority of respondents also stated that they preferred to use an existing trusted non-digital system that placed trust in their own practices and habits than to change to an ICT system where they relied on an ICT system rather than someone that they knew.

The fifth scenario asked about respondents feelings towards switching from hand-written medical charts to digitally recorded tablet stored patient records. In this scenario the responses favoured the use of mobile devices over paper records. The notable difference in this scenario however, is that unlike other scenarios that placed imposed and obligated opportunities on respondents, this scenario described responses about the use of ICT systems by trained medical professionals. This situation revealed that older people are satisfied in the abilities of medical professionals who have received training and who have the technical capability to use mobile devices to enter and manage medical records. In the interview data respondents who spoke about their hesitation to engage in online banking stated that they did not want to be treated as if they were unpaid employees of the bank. In this medical
scenario respondents were in favour of others engaging in the important use of ICTs because they were acting in a trained and professional capacity. Respondents trusted the use of ICTs for the recording confidential medical data. However some respondents pointed out that whilst the trusted acceptance of ICTs in the hands of medical professionals was appropriate, the expectation that older retired ICT novices would receive a similar level of trusted ICT usage was not appropriate.

The sixth scenario posed the situation where customers would need to download, print, and secure their own travel tickets for an expensive round the world trip. The majority of the respondents to this scenario indicated that the transaction was unnecessarily insecure, that emailing login passwords and expecting purchasers of $8000 worth of travel arrangements to download and print their own travel documents was inappropriate. Although this scenario drew mixed support for and against older people using their own ICTs to get travel documents, there was wider agreement that the practice of emailing download details as well as passwords for logins was an insecure practice. In this instance, where the usage of ICTs is not mandated and is only partially imposed, many respondents spoke in favour of rejecting the idea of downloading and printing the travel documents, and instead switching to an alternate vendor. This scenario revealed that where imposed usage of ICTs is presented as a trustworthy system, but is accompanied by less trusted procedures such as emailing passwords and logins, that older people would, where possible, reject the usage of such a system, and look for alternatives.

The seventh scenario discusses the interactions that can occur where respondents are asked to use a system that requires the trust of an unknown hotel clerk, who takes the user’s credit card away and out of sight. Although this situation is not directly linked to trust in ICTs, this scenario reveals an example of where the trust in a financially important system is imposed on the basis of the respondent’s need to secure overnight accommodation. The responses revealed that participants were aware of a variety of alternative ways to retain financial security, and that this type of situation had a range of optional strategies that changes the situation in relation to trust and security. Where the respondents were able to articulate various optional strategies, a greater expectation of the use of secure transactional behaviour became evident.

The eighth scenario describes a situation where the user is expected to prepay for overseas hotel accommodation using a credit card. In this scenario respondents defined a range of strategies. However
there was significant agreement that prepayment for accommodation was an acceptable circumstance, and that there were a variety of trusted and secure systems in place to allow respondents to feel safe in the prepayment of hotel accommodation using a credit card. In this scenario the voluntary nature of this scenario proposition meant that respondents readily discussed alternatives such as cash payments and debit card limits. This scenario revealed that in a non-mandated situation older people were able to suggest options that focused on the trusted security and usage of their money in relation to planning overseas accommodation.

The ninth scenario describes an imposed offer to use a new phone-banking application, with the added inducement that those who take up the offer will receive free statements sent by email so that they can download them. This scenario uses an offer to convince respondents to interact with a phone-banking app. In this kind of situation the emphasis is on encouraging older people to engage in using an ICT system (phone banking) in stead of banking through older conventional means using physical banking facilities and being in receipt of posted regular bank statements. The scenario is depicted as an optional offer. Removing imposed or mandatory conditions on an offer to use an ICT has the effect of reducing ICT rejection, and replacing it with a wide variety of responses. Over 40% of respondents stated that they did not want to become unpaid employees of the bank. Several cited the cost of equipment, the need to buy peripheral equipment such as a printer. Nearly a third suggested the need to retain a face to face arrangement with their bank. At the same time over a fifth of the respondents stated support for online banking applications. This scenario revealed that the retention of face to face banking as an important strategy that retains trust in people and systems.

The tenth scenario proposes that all tax returns must be submitted online to the Australian Taxation Office. Whilst online systems for tax returns have been in play for several years, individuals have always had the option to submit their returns in a paper-based format without the need to submit online. The results of the data galvanised the responses into two distinct groups. Some respondents held no major concern, stating that they were already submitting online by using a registered tax agent who submitted online on their behalf. Other respondents were adamant that they would not do an online tax return because it was too risky. Many of these respondents cited that a tax agent prepared their return, but that the respondent did not submit anything on line. This scenario revealed that many respondents
perceived preparing their own tax return using an online system was too risky. Over 60% of respondents cited the need to use a trained professional in the form of either a tax accountant or a tax agent. Only one respondent stated that they were prepared to attempt a tax return without some form of assistance. The scenario demonstrated that the trusted use of an online system in relation to a financial matter required trust in one’s own abilities as well as trust in an ICT system. The large number of respondents who relied on tax accountants further underscores the importance of trust as something that can be selected or chosen, and not something that can be mandated. Online systems that dealt with individual person’s money require them to trust their skills and capabilities, as well as their trust in online systems.

The eleventh scenario deals with an online opportunity to get free international phone calls using an ICT system. The offer is conditional upon users giving their credit card details even though the offer stated that calls are free. In this situation respondents did not support the hypothetical offer, citing distrust, likelihood of a financial scam, and unnecessary risk in comparison to known free services like skype. In this scenario no mandated or imposed conditions were included. Respondents were able to offer alternative options for international phone calls, and as a result a variety of suggestions were made as part of the interview responses.

The twelfth and final scenario discussed the opportunity for respondents to place their trust in an online grocery shopping system. The situation offered free delivery based on the condition that respondents placed their orders using the online shopping program. This scenario was perceived as an attractive proposition by many respondents. It gained support because it did not mandate usage. Respondents were free to choose to use the ICT system if they wanted. The scenario revealed that there was strong support from respondents, based on the opportunity to try an ICT system under minimal risk conditions. The system did not place large amounts of the respondents’ money at risk, and some respondents noted the benefit in trying an ICT system that could be used in a one-off condition, compared with other grocery systems, and could be used or rejected at the users judgement.

### 7.3.1 Summary of scenario and conceptualised data results

The scenario testing revealed marked differences between voluntary situations and events where imposed and mandated conditions changed the nature of respondent trust in terms of ICT usages. In
situations where there was either voluntary or lightly imposed direction towards an ICT usage, respondents were able to exercise individual (and varied) judgement in relation to other criteria such as cyber risk, self capability, informed choice, brand reliance, and peer advice. In mandated situations from scenarios, issues of trust were judged more carefully against risks, financial losses, and events that would impact on the circumstances of individual respondents.

The next chapter discusses the findings revealed in this study, in relation to the trusted usage of ICTs by older people under mandatory and imposed conditions. It does with a specific focus on the trusted and secure usage of financial ICTs in the form of both IT systems as well as ICT devices.
8 CHAPTER 8 FINDINGS AND DISCUSSION

This research study investigated the trusted usage of ICTs by older Australians, and the connection between mandated and imposed ICT usage, in relation to financial matters such as online banking. Utilising qualitative methodologies, data was collected from interviews with twenty eight participants over the age of 60, who had low levels of experience with ICTs. In this chapter, the key findings are discussed against the background of previous research, in order to reveal this study’s contribution to the body of knowledge about mandated and imposed usage of ICTs in terms of trust and security.

The research question for this study asked what influences the way older citizens make informed decisions about trust in those ICT innovations that involve imposed or mandated online financial interactions. This study has revealed three key findings that associate strongly with the hypothesis that underpins the impetus for this work. The research question required an investigation into how older people interacted with ICT both in terms of financial interactions as well as in non-financial interactions. The question also required an analysis of the ways in which older people differentiate between voluntary ICT usages as well as imposed and mandatory ICT usage. Additionally, the research question called for an understanding about the different ways older people trust ICT usage, especially in understanding their dependence upon ICT systems compared to their trust in people who assisted in ICT usages. This study also sought to understand how older people learn and acquire skills, capabilities, and knowledge about the usage of ICTs. Moreover, it considered accessibility to ICTs for older people.

The study examined the norms and values that older people associated with in terms of trusted ICT usage. Additionally, the research question included an understanding of the risk appetites of older people in regards to financial transactions and the trusted usage of ICTs. The study further examined whether ICT usage was viewed by older people as convenient and helpful or whether it was burdensome and difficult.

Finally, a summary of the main findings that emerged from this investigation is reviewed, highlighting the contribution that this study brings to knowledge concerning mandated and imposed ICTs and their impact on trusted secure online banking interactions. The summary also addresses the
use of imposed ICTs in situations where trusted usage is a contested descriptor for trust in humans versus trust in ICT systems.

8.1.1 Key Finding 1. Voluntary ICT usage versus Imposed and Mandatory ICT usage.

This key finding provides an insight into the relationship between trust in ICT usage and the type of choice associated with that usage. The finding highlights five key factors that impact on these interactions. Firstly, trusted usages of ICTs were classified as either something that could be chosen or something where the perception of choice had been removed. Secondly, older people held differing and divergent views about ICTs in cases where the ICT usage could be chosen, compared with ICT usage where there was either no choice, or the implied sense that the choice was of little consequence. Thirdly, choices to use ICT systems and devices instead of performing face to face interactions were classified either in terms of trusted usage, or as usage that held diminished trusted credibility since it was underpinned by imposed or mandated conditions. Fourthly, older people evaluated their forced usage in terms of their own skills, capabilities, and knowledge to determine whether interactions could be attempted successfully without the assistance of others. Fifthly, older people judged imposed and mandated ICT usage against their pre-existing norms and values, in some cases making comparisons between successfully functioning non-ICT systems and mandated ICT systems. These judgements lead to acceptance of ICT usage in some cases, but also on occasions lead to the rejection of ICT usage. The impact of mandated and imposed ICT systems goes beyond simply limiting trusted ICT usages, it also leads to ICT-based interactions where the user follows an imposed pathway without fully understanding the security implications that accompany online financial activity.

The following explores key factors that were associated with trusted and secure usage of ICTs in cases where the usage was either imposed or mandatory. These findings are discussed in association with previous research and reveal fresh knowledge identified by this study.

The impact of choice upon trust.

The motivation for older people to engage with ICT devices and systems is different from the drivers that stimulate the ICT interactions of other age groups. Older people have a more established
set of norms and values built over a longer time than those in younger age groups. This study sought
the experiences and opinions of Australians over the age of 60. In general terms it meant that
participants were focused less upon career development and more upon asset security and lifestyle
choices.

Previous research (Mendoza et al, 2013; Brown et al, 2002; Benamati and Serva, 2007) informed this study about volition in terms of both theory and practice. The discussion on various
theoretical models such as the Technology Acceptance Model (TAM), as well as other forerunners the
Theory of Planned Behaviour (TPB) and the Theory of Reasoned Action (TRA), were informative, but
found it difficult to account for ICT usage and acceptance in situations where the interactions were
either mandatory or imposed. Benamati and Serva (2007) explained that usage and acceptance held
greater value in cases where the trusted usage and acceptance occurred under conditions of freewill and
choice. An important finding in this study of older people with novice levels of ICT is that usage does
not necessarily equate to trusted acceptance.

This study addressed the impact of choice and volition upon trusted usage. The interactions of
older people in relation to trusted usage of ICTs identified the key factors that impacted on trusted
usage. The discoveries are discussed with reference to previous research and highlight new knowledge
recognised by this study. The findings revealed that older people make different assessments about trust
and security depending upon whether their interactions with ICTs took place under mandated, imposed,
or freewill conditions. Older people seek to make decisions about the use of ICTs as part of the way
they manage important information. The decisions made in relation to the usage of online banking are
crucial to older people of, or near to, retiring age. This study focussed on the impact of using online
banking in order to determine the affect of ICTs upon older people who have been steered towards using
technology systems instead of face to face banking practices. Such changes represent challenges for
older people who have limited knowledge and understanding of ICT systems. Brown (et al, 2002)
highlighted that older people using banking technology are often required to conduct themselves under
compulsion, obligation, and other external pressures.

This study found that there was a significant difference between ICT usages that involved
choices, and those restrictive conditions that made various parts of the online usage appear to be either
imposed or obligated upon the user. The results from the data revealed that once a component of an online banking system was forced to follow a specific direction, older people regarded its usage with caution and hesitation rather than with trust. One example is that older people found the proposition of using online banking without the benefit of monthly postal statements to be daunting. Older people rely on the regular postal statements as a trusted connection to their previous banking experiences. They use their postal bank statements as trusted sources of information that they hold to be official documents that are indisputably true. Statements drawn from an online system are, by comparison, less trustworthy because they are derived from the user’s own work and not from a trained banking professional. They have been printed at home and are on standard paper without a company logo or company letterhead.

Respondents showed concern and trepidation towards banking offers that offered 24 hour access and interaction using mobile banking applications. Banking companies are keen to reduce the cost of their face to face banking. They extend this idea by imposing the shift from postal mail bank statements to online requirements stipulating that a user download their own bank statements using their own equipment. Many respondents described their dislike at becoming an unpaid bank worker, having to pull down their own statements, print them off for themselves, and manage a range of secure ICT practices to avoid bank scams and attacks from malicious software.

The findings of this study also revealed that older people found ICT usage that had mandatory elements was harder to trust than ICTs where the usage itself was optional. Similarly, in instances where users felt coerced to use banking software on mobile devices, they found that the experiences incorporated higher levels of risk, greater need for knowledge and capabilities. This brought about a much greater transferred responsibility to the user than when previously regarded as a customer.

The findings of this study also revealed that older people would review their options in regards to their financial transactions. In many instances the comparisons between previous face to face banking experiences were held in higher regard. Any mistakes or data entry errors were those of the bank and not the customer. Older people deemed face to face banking to be safer and more secure.

One of the interpretations of face to face banking compared to online banking was in terms of burden and inconvenience. Older people had some level of savings that was usually their most important asset since it was what provided them with an income for living and expenses. Unlike younger cohorts,
older people are more in line with retirement than in an active working life. If, using online banking, they make a mistake, and then they have to bear the consequences of their actions. Older people are, in a financial sense, risk averse to the concept of doing their own banking transactions when they would feel safer, more secure, and far less burdened by visiting their local banking branch and having banking staff complete their transactions for them.

Findings from this study revealed that older people hold onto those norms and values that have been reliably trusted throughout their working lives. The switch in recent years to online banking systems does not easily align with those older norms and values. Banking offers that involve trading off face to face banking in exchange for 24 hour access are not considered helpful, but rather in some opinions they appear like cheap gimmicks designed to assist the bank to reduce costs such as posted bank statements.

The norms and values of older people are powerful factors in relation to trust and trusted ICT usage because they are reinforced by the thoughts and ideas of their peers. The findings of this study showed that many of the study participants relied upon the advice of their peers in terms of decisions regarding the trusted usage of ICTs.

8.1.2 Summary of Key Finding 1 and response to the research question

A summary of this key finding identifies the important factors in determining the impact of mandated and imposed conditions on the trusted usage of ICTs by older people. The findings showed that older people viewed their financial assets as critical elements for people no longer in the workforce and reliant upon savings and assets for their ongoing needs. The first factor is that conditions that restrict or remove choice have a negative effect upon trusted usage. It is important to distinguish between usage (that can be coerced and imposed as stand-alone online systems), and trusted usage, where the user has an understanding of the expectation of secure banking outcomes.

The respondents in this study viewed coerced usage of online banking as detrimental to a trusted outcome. Many respondents spoke of their decreased options to view bank statements and their imposed requirement to use online banking to view bank statements and balances as a reason to either reject an online banking system or to find an alternate system. Respondents who spoke of the transition from
face to face banking into online banking revealed their preference to be able to access banking information through a range of choices, rather than one single enforced pathway. The findings showed older people who had neither the skills nor the training to engage safely or securely with online banking, and who were reliant upon the assistance of others to achieve access to banking information. The shift away from face to face interactions and the mandated restrictions of information access make a clear case to show that imposed and mandated online banking interactions may increase the volume of online usage, but at the same time reduce the trusted usage of ICTs engaging with financial banking.

In some cases, such as the requirement to use an online mobile banking app, the requirement to pull down banking statements from an online account instead of receiving statements in the mail is interpreted as a cost saving measure by the bank. Older participants in several imposed and mandated situations see little or no benefit in using online banking.

The second factor is that mandated and imposed usage of mobile banking requires some older people to learn new ICT skills in order to participate. Those who are novice ICT users are at a disadvantage. Older people rely on their financial assets and the security of their banking because as older people they are less likely to return to the workforce. “As such” they are vulnerable in cases where a novice ICT user might accidentally make a transactional mistake. This study revealed that older Australians are concerned that there is an expectation that individuals will develop ICT skills and proficiencies to the same level as banking staff. Older Australians see the expected development of advanced online banking skills as challenging, and provide further reasoning for them to retain preferences for non-ICT related banking practices. This preference is so as to allocate critical banking tasks to highly-trained paid professionals rather than older Australians with reduced levels of training, novice ICT skills and low capability in engaging with online banking in a secure and trusted sense.

The third factor is ICT usage that is derived from coerced and imposed conditions. Under such factors it is difficult to trust forced usage to the same level as ICT usage which is unrestricted. When older Australians are asked to leave behind previous banking experiences in exchange for online ICT usage, they form comparisons between face to face banking experiences that have been trusted for many years, and ICT systems that are newly operating, require greater effort on the part of the user, and are subject to greater variations of security breaches than previously described. Findings from this study
revealed that older people feel disadvantaged by the need to change from a previously understood and secure version of banking to an online activity which carries greater risk.

The fourth factor is that older but novice ICT users have widely different levels of experience, and unlike others, receive very low levels of structured learning. Skills and capabilities may develop at a slower pace to other age groups, and as people age they can become slower to adapt to new technology. The rapid pace of online innovation and development is evolving at a faster pace than some older Australians, and the expectation that older Australians will adapt to new and innovative ICT challenges in line with the pace of new innovations was revealed from the interview data of participants.

8.1.3 Key Finding 2 – The nature of Financial and Non-Financial interactions

This key finding provides an insight into the considerations of older people who are novice ICT users, by evaluating the differences in how older people treat financial online activity and non-financial online activity. The findings for this study showed that financial ICTs are treated differently to non-financial ICTs by older people. The research question for this study asked how older people made informed decisions when using online systems. The findings revealed that online usage of a non-financial nature was treated in a different way to financial online treatment. In the first instance most non-financial interactions in this study referred to email correspondence, social media usage, and document storage. Findings from the interviews show limited understanding of ICTs by novice older participants. Respondents were chosen as participants with limited experience with online systems. Whilst many had a fundamental understanding of how to send emails, differences between simple correspondence actions and higher level financial activities such as money transfers showed that simple online usage was achieved with a sense of trust because the activities were easier to understand and to action.

By comparison the much higher level activity of engaging in online banking had the effect of reducing trust because the users did not have an understanding of some of the important requirements to engage in secure financial online activities. The findings revealed a lack of understanding about security protection for online banking, the importance of a secure password, the ongoing requirement
to undergo training, and a sophisticated understanding of systems-based ICT usage without the benefit of face to face expertise and advice. The findings revealed that older people remained connected to the norms and values of a previous era of face to face banking, where trained banking staff performed money transfers and high level transactions, and where users placed their trust in the people working at the bank, rather than placing their trust in a system which they did not fully understand.

The research question focused on the need to understand imposed and mandated financial interactions and to make informed decisions about the trust in ICT systems. The findings revealed that older novices with low level ICT skills are unable to make informed decisions because they lack the knowledge, capability and skill to exercise financial banking to a sufficient level of complexity that they could describe their financial interactions as trusted usage. The key finding revealed here shows that older people do not possess, nor do they desire to possess, a sufficiently developed understanding of the complexities of ICT-based online banking. The findings revealed that some users see banking professionals as the appropriate people with sufficient training to make trusted financial transactions. Many respondents cited their desire to make use of trained banking professionals for trusted transactions in preference to mandated and imposed usage of an online banking application. The findings support the need to offer a range of options when seeking trusted usage of financial applications. In situations where users are asked to trust their online interactions without the appropriate understanding of their actions, they may be unable to recognise that they operate within an environment that is vulnerable to the risk of online cyber-crime.

The findings highlight that for older people with limited understanding of ICTs, their interactions with ICTs that involved the movement or security of money resulted in different behaviour from non financial ICTs such as social media and email. Respondents described difficulties with remembering multiple passwords. There were many participants who stated that with too many passwords, they would routinely write down passwords as handwritten notes left beside a computer.

This finding revealed that older people showed more caution and restraint with financial interactions than with other ICT interactions. Interactions with social media, with email, and with mobile applications, indicated characteristically greater acceptance of ICT usage than with financially-associated ICT usage (such as online banking). Results from the participant interviews showed
widespread agreement with the ability to send and receive emails. Participants were interviewed about transferring money using online banking. The majority of respondents stated that they would prefer to go to a bank and get the transaction completed by a trained banking professional.

The findings of this study revealed that participants were not overly concerned with the storage of email and social media passwords in handwritten notes left around their house, yet when asked about an online banking activity, respondents cited caution and the need for up to date anti-virus protection, specific password protection for their online banking, and stated the need to prevent others from accessing their computer or mobile device.

Similarly, the study found that older people were less concerned about the safety and security of non-financial transactions than those where there was a possible loss of money. Older people were prepared to overlook various risks when they handled non-financial ICTs. They were prepared to take risks with passwords, risks with information over the phone, and risks with information posted on social media platforms. In terms of online banking, however, there was a perceivable change in terms of risk. In some cases there was trust and acceptance, which was mostly in cases where participants were regular users. In the majority of cases, however, respondents would attempt to conduct banking using a bank teller rather than using an online banking account.

The literature describes resistance and hesitation to the use of banking applications based upon difficulties with the installation and comprehension of required protection systems including antivirus programs (Mattila, et al, 2003; Bhat, 2012; Festervand, Meinert, and Vitell, 1994; Faletti, 1985; Cymek, Burglen, and Minge, 2014).

Findings from this study revealed that participants often engaged assistance from a trusted friend or family member. In many cases though, there was the desire to reject ICT usage under forced or coerced conditions. The preference of many respondents was to make financial transactions through the assistance of bank employees. Many cited that an expectation of knowledge and skills capability with financial ICTs was unreasonable for novice users to attain. The expectation that novice users within an older cohort of people would acquire the necessary knowledge and capability was stated by many as unlikely, requiring significant training, and additionally a desire to learn.
The study also revealed that older people attached a sense of complexity (whether perceived or real), to using ICTs when making financial transactions. Previous research about financial ICT complexity (Mattila et al, 2003; Bhat, 2012; Festervand, Meinert, and Vitell, 1994; Faletti, 1985; Cymek, Burglen, and Minge, 2014) highlighted firstly, that older people were undecided and cautious about using online banking applications based upon the level of complexity involved in understanding the installation and operation of the application; secondly were guarded in their understanding and grasp of the required protections systems such as anti-virus programs; and thirdly were concerned that they needed training that was substantial in terms of learning, and that required renewal and update. The work of Moschis (1992) suggested that older people undergo psychosocial changes with age that partially explain their assessment of themselves as less capable to deal with complexities such as the demands of ICTs.

The literature describes resistance and hesitation to the use of banking applications based upon difficulties with the installation and comprehension of required protection systems including antivirus programs (Mattila, et al, 2003; Bhat, 2012; Festervand, Meinert, and Vitell, 1994; Faletti, 1985; Cymek, Burglen, and Minge, 2014).

The complexity of using ICTs extended into using other computers and devices, using machinery that was not their own, and that they were not necessarily familiar with. Complexity in this sense extended beyond using their own software of their own hardware, to having the extended capability to use other people’s systems. Elder (et. al, 1987) coined the term technostress to describe older mature workers in government organisations with difficulty in using new and evolving ICT systems.

The sixth key finding demonstrates widespread financial risk aversion. It reveals that within the range of older people who are novice at using ICTs there are many who have a decreased risk appetite to engage with online ICTs based upon their expectation, concern and worry that their online interactions represent an unnecessary risk when banking institutions and their employees are better trained, far more experienced, and are professionally engaged to perform banking transactions on behalf of others. The findings revealed repeated comparisons between the skill levels of older novice participants and highly trained banking staff. The findings further reveal that in some instances participants are willing to engage in online banking, but that the use of mandated and imposed
restrictions on instruments such as bank statements highlight the discovery of risk-averse older people. This finding of risk aversion for older people also contributes to establishing that mandated and imposed ICT systems reduce the desire to interact with the trusted usage of financial ICTs.

The seventh key finding reveals that older people see the task of trusting and using online banking applications as onerous, taxing, and worrying. The findings of this study revealed that older people saw the additional work as burdensome and inconvenient. Older people in some instances preferred to place their trust in trained professional banking staff. Mandated and imposed systems that prevent the inclusion of trusted professional staff force older people to become involved in ICT usage beyond the level that they may be comfortable with. They may prefer to use banking staff to perform transactions on their behalf, where the financial and technological risks and dangers are transferred from home users back to banking professionals who are paid to know and understand how to make financial transactions in a safe secure and trustworthy manner. The burdens of using technology may also include the cost of technology, the increased time and effort required to learn about technology, and the opportunity cost of ICT interactions that might be used in other ways.

8.1.4 Summary of Key Finding 2 and response to the research question

A summary of this key finding identifies the important factors in determining differences between financial and non-financial ICT trusted usage by older people. The findings show that financial interactions operate at a high level for older people, who rely on trust and security to ensure the safety of their financial assets. Older people who are retired have (in most cases) stopped earning the income stream from their working life, and instead rely upon their savings, superannuation, and assets to provide sufficient money to live.

Older people therefore look to make online financial interactions in situations where their financial assets are secure, and where transactions involving those assets can be made in a trusted and secure manner. The findings of this study showed a marked difference between financial ICT usage and non-financial ICT usage. The non-financial interactions revealed in the findings of this study predominantly indicate lower level ICT usage for the purpose of email communications, as well as social media interactions and document storage. In non-financial ICT usage, the user participants have a fundamental
understanding of how their non-financial interactions operate. Thus users can claim a level of understanding that supports trusted usage for non-financial interactions. At the higher level of financial interaction, the findings of this study reveal that there are seven financial usage factors that have an effect upon the way novice older citizens make informed decisions about trust.

The findings showed that older people viewed their financial assets as critical elements for people no longer in the workforce and reliant upon savings and assets for their ongoing needs. The first factor is that conditions that restrict or remove choice have a negative effect upon trusted usage. It is important to distinguish between usage (that can be coerced and imposed as stand-alone online systems), and trusted usage, where the user has an understanding of the expectation of secure banking outcomes.

This study presents findings that highlight the difference between trusted usages for financial ICTs compared with trusted usage for non-financial ICTs. The key findings in this section include differentiation between high-level financial ICT usages and lower level social media and email usage. The findings suggest that older novices do not regard themselves as being capable to match the knowledge, capability and skill of trained professionals, and that a high level of knowledge and skill is necessary to achieve trusted usage of financial ICTs. These findings also reveal the need to offer choice between ICT interactions and face to face engagement with banking professionals. Other findings in support of trusted usage and informed decision-making focus on security processes, the challenge of multiple passwords, and the need for high level comprehension of anti-virus systems and password protection.

An additional finding highlighted the reliance of older novices on trusted friends and relatives when undertaking online banking. The finding is a reminder that older people associate strongly with placing trust in other people. This study showed novices placing their trust in friends and relatives as part of their learning processes, as well as relying on trained banking professionals in preference to placing trust in online banking systems.

These findings associate strongly with the challenge of complexity, and the recognition that for older novices, there is a significant difference between walk-in shop front banking processes and home-based online banking engagement. One of the findings of this study highlights the difference in financial ICT usage, and the need to incorporate trusted usage through the inclusion of choice and voluntary
interactions with ICTs. Users attempting complex trusted ICT usage become aware that as a user their required level of knowledge and skill is insufficient to claim a level of trusted ICT usage.

8.1.5 **Key Finding 3. Trust in ICT systems and Trust in people who assist**

This key finding demonstrated the preference among older people to trust humans more than ICTs. The finding also suggested that whilst there was a low level of trust in ICTs from a novice individual user’s perspective, the addition of another person to assist, control, or deploy an ICT, greatly increased the perceived level of trust in using a given ICT-based system. Older people associate their trust in the usage of ICTs more highly than when that usage is accompanied by the peers, professionals, or people with whom they associate trust.

Whilst the issue of help from others has already been discussed in the previous key finding, this study highlights the relationship between trusted ICT usage and the influence of people. Findings from the study showed participants who were reliant upon others for support, direction, knowledge and expertise. These examples of people-based trust reinforce the finding that ICT banking usage that restricts additional people-based interactions also reduces the level of trust in that usage. The findings of the study do not suggest that banking for older people becomes a reversal of practices to resume the engagement of banking staff as financial trusted professionals. The study highlights the need for choice and variety. Whilst mandated systems restrict choices, they also reduce trusted usage of systems. Thus a finding of this study is to recommend choices and voluntary options in critical ICT-based systems so that those in need of human contact and face to face interactions can associate within the social and cultural norms of one method of financial interaction whilst learning and adjusting to a different method of trusted usage.

8.1.6 **Summary of Key Finding 3 and response to the research question**

A summary of this key finding highlights the need to acknowledge the cultural norms and values of older novice Australians as they learn to interact with ICTs. Older Australians have limited training in the use of ICTs, but retain many years of experience in financial transactions. The research question
asks what effects older people with relation to trusted ICT usage. This finding recommends that ICT financial usages can improve through the development of choices that incorporate different types of financial ICT interactions. Placing a combination of trusted usage pathways that incorporate usage of ICTs as well as face to face trusted associates is part of a solution to the challenge of mandated ICT usage.

8.2 Summary of Key Findings

In the literature, older people are often characterised as belonging to either late adopters or laggards (Mattila et al, 2003). The findings from this research came about from an exploration of the way in which imposed and mandated ICT usage restricted choice, which in turn prevented ICT usage from being appropriately evaluated in terms of trusted usage. The findings of this study indicate that ICT usage in mandated systems does not become trusted usage exclusively by means of prolonged usage. Voluntary decision-making is also required to ensure that ICT usage can be either trusted or rejected.

The study highlighted that ICT interactions operate alongside non-ICT interactions. Older novice ICT citizens require the existence of choice in using financial ICTs in order to foster interactions that allow for unfettered decision-making. The inclusion of choice and voluntary systems allows ICT users to develop knowledge and skills that incorporate their own norms and values, and are also inclusive of new innovations and pathways.

The findings of this study highlight an elevated criticality for financial ICT usage. Mandated ICT usage increases financial risk to novice users of ICTs. The nature of mandated ICTs restricts the key factors that drive older novices to seek to improve their knowledge, skills, and capabilities in the trusted usage of ICTs. The findings of this study highlight the challenge of increased complexity in trusting ICTs as well as increasing the burden on users to develop sufficient skill and capability to safely and securely use ICTs.
9 CHAPTER 9 CONCLUSION

This chapter draws together the research and its outcomes. It explains the salient outcomes from the research and offers insights into future directions and further research opportunities. It highlights the important role that older people play in the ongoing spread and development of ICT technologies, and the need for further research. The findings of this study demonstrate that the trusted usage of ICTs allows older people to make informed decisions in competitive situations. Furthermore, it shows that mandated and imposed interactions with ICTs by novice, but older Australians can have the effect of reducing the trusted usage of ICTs, which can lead to reduced choices, the rejection of some technologies, and increase the risk of cyber crime.

The results and knowledge presented in this study followed a system of rational discussion. An extensive literature review identified the gaps where additional study was required and the review was used to consider the research question and the hypothesis that formed the focus for this study. In this case, the use of an action research approach enabled a systematic process of learning and explaining from the literature, from data and results by means of interview and scenario testing, and then to clarify more developed thoughts by means of a conceptual model. This study followed a process of action cycles that formed the scientific pathways in relation to the question of trusted and secure usage of financial ICTs by older people.

In examining the research question for this study the aim was to understand the choices made by older people when asked to trust mandated or imposed ICT technology. In particular, this study has, at its core, the objective of explaining the effect that mandatory technology use can have upon older people. By highlighting the compulsory usage of technology, this study can assist in the mitigation of insecure online behaviour when ICT users are forced or obligated to use online systems such as financial banking and online information systems. The research question therefore sought to understand how older people make informed decisions about trust in ICT usage when the systems being utilized include mandated or imposed usages.

The initial chain of literature review identified the Technology Acceptance Model (TAM) as important (Venkatesh et al., 2003; Davis et al., 1989). The significance was described as the concept
that all people will eventually accept using digital technologies and that in the case of older people it is not if, but when, they will accede to the financial needs. This study sought to test the idea that older people are simply at different stages of development, and that trusted and secure ICT usage is a choice rather than an inevitable outcome. The TAM literature suggested that older people will eventually join a mandated system (Venkatesh et al., 2003). This study aimed to challenge the notion that mandated technology usage guarantees to bring about trusted acceptance. The findings of this study suggest that technology development can and does move towards acceptance, but also moves towards technology rejection. Within these movements back and forth, the important question is not the broad is of technology acceptance. A more useful description of interaction is to follow the trusted acceptance of ICT usage.

9.1.1 The Significance and Impact of this research

This study was designed to gain a deeper understanding of online trust relationships for older people at a time when globally the world is experiencing increased numbers of older people. The practical importance of this study is based upon the need for change in the way new ICTs, new innovations, and new systems are rolled out to people through automated experiences that are imposed and mandated. This research demonstrates the need to carefully introduce new ICT banking technology through opportunities that incorporate choice and decision-making by older people. Systems that impose and mandate their financial innovations do so at their own peril.

The study recognised the importance of choice over mandatory ICT practices. The application of a conceptual model can be developed beyond financial apps and online banking to also include the secure protection and trust of informational innovations such as online elections, census taking, and data base management. The cost of failure through challenges to trust in ICTs can have a significant impact on economies. The 2016 Australian Census failure hinged upon the trusted and secure usage of ICTs. It cost the Australian taxpayer over $440 Million dollars (Byner, 2016).
9.1.2 Recommendations

This study has identified the importance choice in the diffusion of new ICTs and the need to restrict imposed and mandated approaches to new ICT system deployments. The study therefore raises several important considerations for future interactions requiring trust and security in ICTs. The 2008 Australian report on Financial Elder abuse demonstrated that online banking practices with mandated and imposed systems contributed to distrust in ICTs, insecure outcomes for elders at risk of abuse, and created a culture of resistance and caution towards the trust and chosen acceptance of online innovations. This study makes three recommendations that are supported by the findings outlined in chapter seven.

9.1.2.1 Recommendation One:

The developers of financial banking systems should include the option of human interaction and assistance, as well as personal characteristics such as names and individual contacts. The results from the data in chapter seven cited responses showing majority support of 75% for human contact details with mandated ICT systems (Table 7.18). Participants in this study stated that there was a high level of financial risk, and the need for human contact was important to allow novice ICT users to engage with the online system. In 2016 the Australian Census failed to capture all of the nation’s data and an incomplete capture took place (Byner, 2016). The census was for the first time operated in both a paper mode and in an online mode, however widespread confusion from an imposed emphasis on using the online version of the census, in combination with inadequate numbers of telephonists at a nationwide call centre caused many participants to reject both the paper based and the online version of the census form.

9.1.2.2 Recommendation Two:

Banks and financial institutions should offer clear reward and incentive to customers for choosing ICT online options rather than punishing older users who seek to hold onto tangible banking components such as postal bank statements. The results of interview data discussed in chapter 7 highlighted that participants prefer rewards rather than imposed and forced usage systems. Table 7.20
showed an offer of free delivery for an online grocery system. Responses to the scenario testing indicated trusted support for the use of the incentive.

9.1.2.3 Recommendation Three:
Governments should pay heed to research showing that imposed and mandated one-off systems such as digital elections, census data gathering, and other government interactions are highly likely to endure online failure where the deployments include imposed, obligated or mandated usage of ICT technologies. One-off mandated and imposed events operate at a high level of risk because participants are predisposed to be suspicious of the need to impose a digital system. In contrast, the Australian Government successfully deployed a non-ICT system to the Australian public as an informal survey that involved a voting slip and a return paid envelope as part of the same sex marriage debate (ABS, 2017). The survey achieved widespread success with over 79.5% of eligible voters taking part in a non-compulsory survey (Schipp, 2017). The event highlighted the reversed results where ICT acceptance was rejected in favour of a postal system.

9.1.3 A Conceptual Model of Technology Trust and Choice
Models that predict the behaviour of those accepting technology have so far failed to allow for three main features that isolate novice older citizens. The first is that models thus far do not adequately allow for the specific variables pertaining to older people who are late adopters in ICT understanding. The second is that technology acceptance models do not fully appreciate (and give weighting to) imposed and mandated ICT usage. The third is that technology acceptance models do not adequately allow for the possibility of ICT rejection (on an equal basis to acceptance). This research seeks to understand why some people trust online banking whilst others reject ICT systems in favour of face to face financial interactions.

The Trusted Technology Choice Model for Seniors (TTCMS) model was developed as a conceptual model from an understanding of the need to reconsider the challenges of mandated and imposed ICTs, and to recognise that systems-based interactions can evolve in the usage of ICTs, yet can also evolve in non-ICT systems. By overlaying the Trusted Technology Choice Model for Seniors
(TTCMS) against ICT outputs (such as online banking) factors that associate with low trust, trust rejection, and / or usage under coercion can be recognised and treated. The presence of these factors would indicate the need to consider what ICT systems could be altered to promote trusted technology usage. The model shows the key factors as outlined in the study as determinants that explain where corporations and government departments can improve the likelihood of trusted acceptance through the incorporation of choice and encouragement, and through the restriction of mandated ICT usage (Figure 9.1).

9.1.4 Making Sense of the TTCMS Model.

The Trusted Technology Choice Model for seniors is a predictive model that can be used to forecast likely outcomes in the trusted acceptance or rejection of new technologies for older people. It is a deliberate attempt to incorporate the known challenges that older people experience when using technologies. In some cases this can be situations where users are transferring from a non-digital system to a digital one, such as the change from face to face teller banking to online banking. In other situations this model can be used where a user changes from one technology to a newer technology, such as when a user shifts from using desktop storage to cloud-hosted productivity services such as Office 365.

As such the TTCMS is designed so that providers of new and transformative technologies can take action to avert possible negative consequences before they occur. Previous technology acceptance models most commonly suffered from the false supposition that acceptance was simply a matter of time. Many models assumed that once a person had used a new technology – then sooner or later they would become accustomed to it and would then accept it. However the distinguishing feature of the TTCMS is that it considers usage and trusted acceptance as two different states. In making such a distinction it also incorporates the expectation that some users will not trust some technologies, and will reject the usage of those technologies if given the freedom to choose between usage and non-usage.

By combining data on the level of volition and imposition with a set of variables including risk, user capability, user skill, system trust, people trust, burden of use, guidance, accessibility, and user norms and values, it is possible to predict the chances of a given technology usage becoming trusted, adopted, or rejected. Technology providers who tap into these variables can then make more accurate
decisions about what levels of technology imposition are safe to deploy in order to create the trusted acceptance and adoption of a new system or technology use.

The model allows prediction using simulations with multiple scenarios. In financial technology use (such as online banking applications) the trust in people (such as bank tellers) becomes less important whilst the trust in the system reliability becomes far more essential. Similarly any reduction in the guidance and instruction for the technology use becomes problematic, and contributes to an increased expectation of risk and uncertainty. In the case of older people who have retired from the work force and who depend on their life savings more closely than younger people who still work for their income, the shift away from face to face banking and into online banking develops the need for unfailing systems reliability, in concert with a range of personal user requirements such as good guidance, developed capability and skill, and the ability to incorporate individual norms values and beliefs (Figure 9.1).

Since many technologies are deployed under imposed and mandated conditions, such a model is useful in predicting the additional features (variables) that will ultimately determine the trusted acceptance and ongoing adoption of a new technology. Older people place great value on their independence, as well as their life’s contributions in terms of information and assets. When the August 9th, 2016 Australian Census took place across Australia, the expectation from the Australian Bureau of Statistics (ABS) was that more than 65% of participants would switch to an online completion of a census form. However had they considered the variables and predictive features of the TTCMS it is possible that the ABS could have forecast that large numbers of participants would reject the online technology use in favour of the paper-based system that placed a reduced burden, and required a lower level of technology capability and skills than its online counterpart (Australian Government, 2016). Although the 2016 Census gave people the choice between online submission and paper-based submission, the deployment strategy form the Australian government imposed the values of online technology usage over and above the value of door to door data collection. Deployment of the online system, which had never been done in Australia for a census, drew widespread criticism in anticipation of increased risks, low levels of assistance and guidance, reduced accessibility, and very low systems trust.
The model is derived directly from the data collected and analysed in this study. The terminology “not to accept” is retained in the description of the model because it has been lifted from the transcripts of several participants who explained their difficulties in using mandated and imposed technologies in terms of “decisions not to accept” or “not to reject” based on their usage under conditions where choice was either reduced or withdrawn.

The use of vertical and 45 degree angled arrows is important. Mandated usage and voluntary usage have a more direct impact on trusted acceptance or non-trusted rejected technology usage. In contrast systems where there was encouraged usage or imposed usage had an indirect impact or trusted acceptance or rejection. The model depicts “Volition” and “Mandation” as the strongest forces that determine forecast outcomes.

The central box within the model shows four grades of usage from voluntary, encouraged, imposed to mandatory usage. The dashed arrows leading to the factors show that the imposed and mandated usage of ICT triggers the factors in the top right of the model, whilst the dashed arrows from the voluntary and encouraged usage trigger the factors in the bottom left of the model.

The other quadrants reaffirm the loops that cite decisions not to accept and decisions not to reject. These arrows feed back to the reverse decision output – so that if one or more of the factors are not triggered – then a reverse decision is possible (eg: the decision not to accept or the decision not to reject). The model deliberately depicts the opposing nature of trusted acceptance and rejection in order to juxtapose both outputs as genuine possibilities – rather than the traditional TAM models that always favour the expectation of (eventual) technology acceptance. The model is (in this thesis) in its nascent form and is deliberately anchored to the data that forms its categories. It is possible that in future research and with greater revision this model can be shaped into a popular, more simplified version.

**Defined Purpose, Limitations, and a useful representation of reality.**

The defined purpose of the model is to assist people in predicting whether there will be better outcomes by accepting and trusting a certain technology usage, or whether there will be better outcomes by foregoping or delaying the usage of a specific technology. The model is a simplified representation of the reality of how older people perceive technology usage as either trusted or rejected. It has many limitations, not least of which that there are many other factors that can influence outcomes regarding
trusted acceptance and rejection. However, based upon the data analysed in this study of older people. The model reflects the key elements that contribute to decisions about whether to trust, use, or reject an ICT technology.

Figure 9.1 The Trusted Technology Choice Model for seniors (TTCMS)

The model shows that Imposed and Mandated ICT usage can trigger a range of factors including weak trust in systems, reduced accessibility, burdening the user, increasing perceived risk, impeded by less guidance, reducing the desire to develop ICT capability, reducing the need to trust people, and restricting people’s norms, values and beliefs. In contrast, the model depicts that Voluntary and encouraged ICT usage can trigger strong trust in systems, increased accessibility, less burden on the
ICT user, lower levels or risk, abundant guidance, greater desire to develop capabilities, stronger trust in people, and the unhampered integration of people’s norms, values and beliefs. Whilst the outputs seem binary, the model allows for varying degrees of trusted acceptance, partial technology rejection, and differing types of usage. In its simplified state this model predicts the trusted acceptance of ICT usage by older people when differing levels of forced usage are applied.

9.2 Conclusion

This study compared a range of ICT usages in terms of trust by older people as they interact with near-ubiquitous computing environments. The research aimed to predict usage and rejection decisions through the addition of mandatory, imposed and voluntary criteria. A novel conceptual model of technology choice for older people allows for mapping of informed decisions making that rely on trust and security under mandated and imposed conditions. Providers of critical technology in areas such as banking, health, and social services will be able to draw on the research to improve the level of trust in ICTs by older people. This study used a qualitative analysis of the behaviour of older novice ICT users in their interactions with mandated and imposed technologies, specifically where financial and high-order trust is involved. The research addressed the trust and security concerns of ICT stragglers who are generationally disadvantaged towards technology innovation. A specific focus of this study aimed to assist older people who felt compelled to accede to mandated and imposed ICT usage without sufficient regard to their safety and security. By understanding the key determinants that influence novice older ICT users, stragglers and late adopters can survive vulnerable and risk-based ICT impositions that limit financial and information-based choices.

The acceptance of new innovations should be based upon informed decision-making and freedom of choice (UNDP, 2013; Hammel, 2004). Mandated and imposed systems that assume ICT knowledge place the financial and informational databases of the world in the controlling hands of the few rather than the many (McLean, 2011). Good digital governance is predicated on social systems that breakdown power systems to provide broader transparency. Older populations make trust-based
decisions based upon their visibility of such governance (McLean, 2011; Rozanova, 2010). In many instances that means that an imposed system from a powerful corporation or government, challenges older people to evaluate the accompanying organisational structure alongside the innovation being rolled out (Katz, 2000; Minkler and Holstein, 2008). In ‘mixed-trust’ environments choices are complex, and mandated systems are less accepted than those that offer choice (Wicks and Berman, 2004; Jaeger and Fleischmann, 2007).

If society adopts a “one size fits all” approach to technology acceptance through the use of mandates and forced usage, then a growing population of older people is destined to become more disenfranchised from the use of ICTs. Mandatory ICT systems, along with heavily imposed systems, contribute to the rejection and distrust of technology and its innovations. This results in poor financial decision-making, insecure transactional behaviour and a range of obstructive and uncooperative interactions by older technology participants. The consequences of technology enforcement have wide-ranging impact upon older people. The effects range from assistive technology for older in the home, quality of life issues, and access to democratic rights in elections and voting. This study casts clarity and light on the contested issues of trust and security in technology, mandatory ICT effects, and the need to retain choices over enforced ICT usage in society.

Trust in technology fluctuates in relation to ICT usage that is mandated and imposed. For older people, compulsory ICT usage can have the effect of reducing trust in technology. This has the flow-on effect of reducing trusted ICT usage. Older people make choices to avoid and reject technology in instances where they perceive security risk and uncertainty within mandated ICT structures. The idea that usage of technology brings about trust and reduces financial risk is challenged in this study. Instead, the study posits a position that supports technology choices rather than acceptance mandates. The growing number of prominent failed ICT systems that force compulsory ICT usage support the proposition that trusted and secure technology usage is best predicated upon a foundation of choice and voluntary action.

Traditional forms of informational exchange retain an important part of financial decision-making. Older people (and all of society) interact with other humans to share and exchange ideas, information, and opinions. They make choices that are based upon trust in both people and technologies.
In the progression towards greater use of technology for its efficiencies and accuracies, it is important that information can be accessed through choice rather than through compulsory automation. The advantages of technology are only advantageous if they offer the same or better level of safety and security as traditional forms of information and communication. This study shows that imposed and mandated forms of technology should be carefully examined to ensure that existing structures, irrespective of their technology interactions, are not discarded or overruled by an appetite for technology usage. Trust in ICT usage has greater effect upon financial and informational outcomes than numerically superior accounts of usage.

Older people are described as laggards in technology usage because they are generationally limited in their knowledge of current technology. The rapid development of new innovations means that new ICT applications are embedded in younger generations but become outlying and marginal considerations to older cohorts such as older people. In this sense the term laggard is insufficient as a cohort descriptor in terms of ICT trust and security. The older person’s cohort acts as an important brake and review of the inclusion of mandated technology systems. They demonstrate the use of choice and selection above enforced acceptance. Their review and discussion of new innovation and technology forms an effective appraisal and analysis of technology change. Their life position is unique, and qualifies them to offer important suggestions about financial risk and informational trust. They have the most to lose, with no options to recover from a life-time of financial and informational acquisitions. Whilst this study has specifically focussed on older people in order to understand the relationship between choice and technology, the themes and contributions to knowledge have application to any and all age cohorts. Older people’s questions about trust and security hold value and significance to the improvement of trusted ICT usage and the retention of choice and selection.
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12 APPENDIX A: Interview Questions

This appendix details the interview questions put to respondents. They appear in the order in which they were asked to respondents.

Section 1. Qualifying Questions

Participants were asked to respond to a set of questions that helped to confirm their suitability for the study. These questions were asked to participants individually and the answers were recorded using a digital recording device. Answers were then transcribed at a later date and entered manually. Transcriptions were fed through NVivo text editors for compiling themes and commonalities.

Question 1.
Are you over the age of 65?
Question 2.
Are you retired?
Question 3.
Are you an Australian Citizen?
Question 4.
Are you on any medication that impairs you from using a computer, tablet, slate, mobile smartphone or digital device?
Question 5.
Do you think of yourself as a beginner in terms of using a computer (or a tablet, or a slate, or a smartphone)?
Question 6.
Do you think of yourself as a beginner in terms of using a computer (or tablet, or a slate, or a smartphone)?
Question 7.
Are you currently retired (or not working)? And what kind of work did you do previously?
Question 8.
Have you or your partner been interviewed for this project or any other computer research or study before?
Question 9.
Have you ever undertaken computer training of any kind, including any sessions on cyber security, identity theft, or identity training?
Section 2. Different types of ICT usage and Security practices.

Participants were asked to respond to questions that inform ICT usage in terms of communications, financial circumstances, and where security exploits might occur.

Question 1. How often do you check your emails?
Question 2. When you check emails, describe the process of how you do that?
Question 3. When checking emails, what type of device or machine do you use, and what is involved in checking the email? (Prompt for Desk Top, Laptop, Slates, Tablet or Mobile Smart Phone).
Question 4. Do you ever delete emails, or do you put them in folders? Or do you have lots of old emails that you can still access through your email account?
Question 5. Do you use a password to access your computer?
Question 6. Do you have more than one password, and if so, how do you remember them?
Question 7. Does anyone else have access to your password/s, and if so why?
Question 8. If it was easier to check emails more often, would you check them more regularly?
Question 9. Do you still send written correspondence (ie: letters) in the postal mail? And if so how often and to what places?
Question 10. How often do you surf the internet or look at the World Wide Web?
Question 11. Does anybody else use your computer (or other device), and do you ever use anyone else’s computer?
Question 12. Can you tell what the difference is between a “smart phone” and an ordinary telephone? Please describe how they differ.
Question 13. How do you check your bank balance online (ie: using a computer a different device, not at all)?
Question 14. Do you pay bills online using a credit card or debit card?
Question 15. Do you pay bills by using a computer to transfer money from your account to another account?
Question 16. Do you usually withdraw money from an Automatic Teller Machine (ATM) to pay bills, or do you go into a bank?
Question 17. Do you use an ATM machine for depositing or transferring money?
Question 18. Do you write cheques or purchase Bank Cheques, or buy money orders from the Post Office?
Question 19. What are the types of social media that you use or intend to use? (Prompt for Facebook, LinkedIn, and Twitter)?
Question 20. What do you understand about the term “Cookies”?
Question 21. What do you understand about the term “Trojans”?
Question 22. Do you think that you have ever been deceived online? Please describe what happened.
Section 3. Describing Trust

Participants were asked to respond to questions that inform the way in which people reconcile ideas about technology trust.

Question 1. Why do you / don’t you trust computers?
Question 2. Do you know enough about computers to feel comfortable using them for finance and banking?
Question 3. Facebook is used by family and friends to share photos and stories. Do you use Facebook, and if so did you set it up yourself? Under what conditions would you trust someone else to set up Facebook on your computer or device for you?
Question 4. If you have never tried an online banking application, what would be required for you to trust it without having ever used it?
Question 5. Do you trust smartphones to store your important information? Explain your answer.
Section 4. Asking about Trust

Participants were asked to respond to questions that inform the way in which older people feel about deciding to trust or reject ICT usage.

Question 1.
How would you describe the trust that you have in using your computer to send money somewhere? If you don’t have a computer, would you use someone else’s computer to do this?

Question 2.
How risky is it to use your computer for online banking?

Question 3.
What would help you to feel more secure in using a computer from your home for online banking?

Question 4.
How confidential do you think your emails are from other people? (Do you think anyone else reads your emails?)

Question 5.
Has a relative or a friend or an acquaintance ever offered to help you with your online banking, and have you ever taken up the offer?

Question 6.
If you get a telephone call from the bank, under what conditions do you trust them?

Question 7.
If your bank says “before we go any further I just need to confirm some details with you” and asks you for your date of birth, address and telephone number – do you give the information over the phone?

Question 8.
An acquaintance sends you an email and asks you to join Facebook so that you can keep in touch. How do you feel about Facebook?

Question 9.
If people in your circle of friends describe an online banking application as NOT trustworthy, are you also inclined not to trust such a program?
13 APPENDIX B: Scenario Details

Section 5. Scenarios about Trust, Rejection, and Choice in the usage of ICTs

Participants were asked to respond to a range of scenarios in order to ascertain how they might act in future and hypothetical situations. The participants were asked to nominate elements that they trusted as well as those elements that they did not trust. They were also encouraged to explain when they might refuse to use technology, and when they felt that they had little or no choice about their ICT usage.

Scenario 1.
If your bank told you that it would no longer send you statements in the mail, but that you could download a statement by setting up online banking, would you trust yourself and/or a computer to keep track of your money that way? How would you feel after hearing the news that you wouldn’t get postal statements anymore?

Scenario 2.
You get a phone call from a phone company saying that you have an unpaid amount of forty-two dollars and thirty-seven cents ($42.37) — and that you are about to get disconnected. The lady on the phone says that it is a courtesy call and that you can pay the bill over the phone by using a credit card. What do you do?

Scenario 3.
The government announces that it is streamlining its Pension Payment Scheme — and that from now on you must go online to receive your fortnightly payments. How do you feel about using a computer for this?

Scenario 4.
Your Medical Centre tells you that they will send out a reminder “text” message for your next appointment. Do you trust that the “sms text” message will come through, or do you write the appointment down on paper somewhere? Are you comfortable that your medical practice will send a reminder via sms? Do you trust sms messages or those who send them?

Scenario 5.
Your close friend is in hospital with a serious illness. When you go to visit your friend you notice that the nurse takes a range of measurements like temperature, blood pressure and pulse-rate, but does not write or record them on a chart at the end of the bed. Instead the nurse enters the results into a small tablet device like an ipad and then leaves the room. How do you feel about medical tests and results being entered onto a portable electronic device /tablet rather than written onto paper? (Note with this question each participant is shown an ipad as a tablet indicative of the type described in the scenario).

Scenario 6.
Your travel agent informs you that your $8000 “Around the World” holiday is all confirmed, and that all you need to do is to download your e-tickets from a special account made for you. The travel agent informs you that she has emailed you the password and the login details to your email so that it will be easy for you. How do you feel about this?

Scenario 7.
You are on holiday in a foreign country and you check in to a hotel. The Hotel Clerk asks you for your Credit Card. He looks suspicious and you have a strange feeling as he takes the credit card away for a few minutes in order to make an imprint for hotel security, however you don’t have a choice if you want to stay at the hotel. How do you feel about the person, the hotel, and your travel experience?

Scenario 8.
A hotel advises you that you can pay for your overseas hotel accommodation before you leave, and that you can go online to pay using a credit card. How do you feel about using your credit card to do that? Do you trust the Hotel not to use your card for other things?
Scenario 9.
Your bank advises you in a letter that if you use their new phone-banking application for paying bills, they will send you your statements for free so that you can download them on your computer, tablet or smartphone. Would this make you trust the bank more than before? Would this offer interest you? Why or Why not?

Scenario 10.
The Australian Taxation Office (ATO) announces that all tax returns must be submitted online. You are not confident to use the computer but you cannot afford to use a tax accountant. Do you trust the ATO online system for tax returns and do you trust yourself to put in a tax return using an online system?

Scenario 11.
A friend tells you that you can make free phone calls to the United Kingdom (UK) and the United States of America (USA) if you download a really great program that he has discovered. Would you try and use this system? Why or why not?

Scenario 12.
A local grocery store announces that if you use their new online program you can do all of your grocery shopping online, and it will be delivered to your door for free (as long as you order and pay online). What do you do? Would you trust a system like that? Why or why not?
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