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Abstract

Stand-alone hybrid energy systems are an attractive option for remote communities without a connection to a main power grid. However, the intermittent nature of solar and other renewable sources adversely affects the reliability with which these systems respond to load demands. Hybridisation, achieved by combining renewables with combustion-based supplementary prime movers, improves the ability to meet electric load requirements. In addition, the waste heat generated from backup Internal Combustion Engines or Micro Gas Turbines can be used to satisfy local heating and cooling loads. As a result, there is an expectation that the overall efficiency and Greenhouse Gas Emissions of stand-alone systems can be significantly improved through waste heat recovery.

The aims of this PhD project are to identify how incremental increases to the hardware complexity of hybridised stand-alone energy systems affect their cost, efficiency, and CO₂ footprint. The research analyses a range of systems, from those designed to meet only power requirements to others satisfying power and heating (Combined Heat and Power), or power plus both heating and cooling (Combined Cooling, Heating, and Power). The majority of methods used focus on MATLAB-based Genetic Algorithms (GAs). The modelling deployed finds the optimal selection of hardware configurations which satisfy single- or multi-objective functions (i.e. Cost of Energy, energy efficiency, and exergy efficiency). This is done in the context of highly dynamic meteorological (e.g. solar irradiation) and load data (i.e. electric, heating, and cooling).

Results indicate that the type of supplementary prime movers (ICEs or MGT) and their minimum starting thresholds have insignificant effects on COE but have some effects on Renewable Penetration (RP), Life Cycle Emissions (LCE), CO₂ emissions, and waste heat generation when the system is sized meeting electric load only. However, the transient start-up time of supplementary prime movers and temporal resolution have no significant effects on sizing optimisation. The type of Power Management Strategies (Following Electric Load-FEL, and Following Electric and Following Thermal Load-FEL/FTL) affect overall Combined Heating and Power (CHP) efficiency and meeting thermal demand through recovered heat for a system meeting electric and heating load with response to a specific load meeting reliability (Loss of Power Supply Probability-LPSP). However, the PMS has marginal effects on COE. The Electric to Thermal Load Ratio (ETLR) has no effects on COE for PV/Batt/ICE but strongly affects PV/Batt/MGT-based hybridised CHP systems. The higher thermal than the electric loads lead to higher efficiency and better environmental footprint.

Results from this study also indicate that for a stand-alone hybridised system operating under FEL/FTL type PMS, the power only system has lower cost compared to the CHP and the Combined Cooling, Heating, and Power (CCHP) systems. This occurs at the expense of overall energy and exergy efficiencies. Additionally, the relative magnitude of heating and cooling loads have insignificant effects
on COE for PV/Batt/ICE-based system configurations, however this substantially affects PV/Batt/MGT-based hybridised CCHP systems. Although there are no significant changes in the overall energy efficiency of CCHP systems in relation to variations to heating and cooling loads, systems with higher heating demand than cooling demand lead to better environmental benefits and renewable penetration at the cost of Duty Factor. Results also reveal that the choice of objective functions do not affect the system optimisation significantly.

**Keywords:** Hybrid energy system; Power management strategy; Waste heat; Cost of energy; Load reliability; Energy efficiency; Exergy efficiency; Renewable penetration; Duty factor.
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- **E_{ther}**  Thermal energy demand (kW)  
- **\dot{E}_{dest}**  Exergy destruction rate (kW)  
- **\dot{E}_{heat}**  Exergy transfer rate by heat (kW)  
- **\dot{E}_{in}**  Input energy rate (kW)  
- **\dot{E}_{out}**  Output energy rate (kW)  
- **E_{sup}**  Energy generation by supplementary prime movers (kWh)  
- **\dot{E}_{system}**  System energy rate (kW)  
- **\dot{E}_{Xf}**  Fuel exergy rate (kW)
Exergy rate of solar irradiance (kW)

Output exergy (kW)

Electrical exergy of PV module (kW)

Thermal exergy of PV module (kW)

Objective function (Genetic Algorithm)

Fuel energy (kW)

Fuel energy to ICE (kW)

Fuel energy to MGT (kW)

Solar irradiation (kW/m²), inequality constraints (Genetic Algorithm)

Reference solar irradiation (kW/m²)

Equality constraints (Genetic Algorithm)

Enthalpy (kJ/kg)

Enthalpy at reference temperature (kJ/kg)

Convective heat transfer coefficient (W/m²K)

Radiative heat transfer coefficient (W/m²K)

PV diode current (A)

PV shunt current (A)

PV light current (A)

PV short circuit current at reference temperature (A)

PV maximum power point current (A)

PV diode reverse saturation current (A)

PV saturation current (A)

PV short circuit current (A)

Loss of Power Supply, i.e reliability of meeting electric load (kWh)

Loss of Power Supply, i.e reliability of meeting heating load (kWh)

Loss of Power Supply, i.e reliability of meeting cooling load (kWh)

Computed loss of power supply probability

Maximum loss of power supply probability

Loss of Power Supply, i.e reliability of meeting thermal load (kWh)

Mass flow rate (kg/s)

Exhaust gas mass flow rate (kg/h)

Exhaust gas mass flow rate for ICE (kg/h)

Exhaust gas mass flow rate for MGT (kg/h)

Number of values

Number of lead acid batteries

Number of PV modules
<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$N_{\text{sup}}$</td>
<td>Number of supplementary prime movers (ICE or MGT)</td>
</tr>
<tr>
<td>$N_{\text{ss}}$</td>
<td>Number of start-stop for supplementary prime movers</td>
</tr>
<tr>
<td>$n$</td>
<td>Components life time (yr)</td>
</tr>
<tr>
<td>$P$</td>
<td>Operating pressure (bar)</td>
</tr>
<tr>
<td>$P_B$</td>
<td>Power flow toward/out of battery (kW)</td>
</tr>
<tr>
<td>$P_o$</td>
<td>Atmospheric pressure (bar)</td>
</tr>
<tr>
<td>$P_{\text{cool}}$</td>
<td>Cooling load met by absorption chiller (kW)</td>
</tr>
<tr>
<td>$P_{\text{elec}}$</td>
<td>Electric load demand (kW)</td>
</tr>
<tr>
<td>$P_{\text{ICE}}$</td>
<td>Power generation by ICE (kW)</td>
</tr>
<tr>
<td>$P_L$</td>
<td>Total load demand (kW)</td>
</tr>
<tr>
<td>$P_{\text{MGT}}$</td>
<td>Power generation by MGT (kW)</td>
</tr>
<tr>
<td>$P_{\text{NET}}$</td>
<td>Net power generation (kW)</td>
</tr>
<tr>
<td>$P_{\text{PV}}$</td>
<td>Power generation by PV (kW)</td>
</tr>
<tr>
<td>$P_{\text{sup}}$</td>
<td>Power generation by supplementary prime movers (kW)</td>
</tr>
<tr>
<td>$P_{\text{sup,max}}$</td>
<td>Maximum power generation by supplementary prime movers (kW)</td>
</tr>
<tr>
<td>$P_{\text{sup,min}}$</td>
<td>Minimum starting threshold of supplementary prime movers (kW)</td>
</tr>
<tr>
<td>$P_{\text{ther}}$</td>
<td>Thermal load demand (kW)</td>
</tr>
<tr>
<td>$P_{\text{ther,c}}$</td>
<td>Cooling load demand (kW)</td>
</tr>
<tr>
<td>$P_{\text{ther,h}}$</td>
<td>Heating load demand (kW)</td>
</tr>
<tr>
<td>$P_{\text{heat}}$</td>
<td>Heating load met by heat exchanger (kW)</td>
</tr>
<tr>
<td>$Q$</td>
<td>Heat transfer for PV to atmosphere (kW)</td>
</tr>
<tr>
<td>$\dot{Q}$</td>
<td>Rate of heat transfer (kW)</td>
</tr>
<tr>
<td>$Q_A$</td>
<td>Absorber heat transfer (kW)</td>
</tr>
<tr>
<td>$Q_C$</td>
<td>Condenser heat transfer (kW)</td>
</tr>
<tr>
<td>$Q_E$</td>
<td>Evaporator heat transfer (kW)</td>
</tr>
<tr>
<td>$Q_{\text{cool}}$</td>
<td>Cooling demand met by recovered waste heat (kW)</td>
</tr>
<tr>
<td>$Q_{\text{heat}}$</td>
<td>Heating demand met by recovered waste heat (kW)</td>
</tr>
<tr>
<td>$Q_{Exh,avl}$</td>
<td>Available heat energy from exhaust gas (kW)</td>
</tr>
<tr>
<td>$Q_{Exh}$</td>
<td>Recoverable heat energy from exhaust gas (kW)</td>
</tr>
<tr>
<td>$Q_T$</td>
<td>Total recovered heat energy (kW)</td>
</tr>
<tr>
<td>$R$</td>
<td>Molar gas constant of fuel (kJ/kg K)</td>
</tr>
<tr>
<td>$R_s$</td>
<td>PV series resistance (Ω)</td>
</tr>
<tr>
<td>$R_{sh}$</td>
<td>PV shunt resistance (Ω)</td>
</tr>
<tr>
<td>$S$</td>
<td>Solar irradiation (W/m²)</td>
</tr>
<tr>
<td>$S_{\text{ref}}$</td>
<td>Reference solar irradiation (W/m²)</td>
</tr>
<tr>
<td>$s$</td>
<td>Entropy (kJ/kg K)</td>
</tr>
</tbody>
</table>
\( s_0 \) Entropy at reference temperature (kJ/kg K)
\( \dot{S}_{gen} \) Entropy generation rate (kW/K)
\( S_{N.1} \) Standard deviation
\( T \) Temperature (°C)
\( T_0 \) Reference temperature (25°, °C)
\( \bar{T}_c \) Average temperature of chilled water (°C)
\( \bar{T}_h \) Average temperature of hot water (°C)
\( T_{amb} \) Ambient temperature (°C)
\( T_{Exh,MGT} \) Exhaust outlet temperature from MGT (K)
\( T_{HE,in} \) Exhaust inlet temperature to heat exchanger (K)
\( T_{HE,out} \) Exhaust outlet temperature from heat exchanger (K)
\( T_{PV} \) Cell temperature (°C)
\( T_{ref} \) Reference temperature (°C)
\( T_{sky} \) Effective temperature of sky (°C)
\( T_{sun} \) Sun temperature (K)
\( U \) Overall heat transfer coefficient (W/m^2K)
\( V_{PV} \) PV module voltage (V)
\( V_{oc} \) Nominal open circuit voltage (V)
\( V_{mp} \) Maximum power point voltage (V)
\( W \) Work rate (kW)
\( W_s \) Wind speed (m/s)
\( W_{H_{MGT}} \) Available heat energy from MGT (kW)
\( W_{H_{sup}} \) Available heat energy from supplementary prime movers (kW)
\( x_l \) Load demand at any time step (kW)
\( \bar{x} \) Mean load (kW)
\( \Delta t \) Time step (min)
\( \Delta T_s \) Transient start-up time (s)

Greek symbols
\( \alpha \) Modified ideality factor
\( \beta \) Lifetime equivalent CO2 emission (kg CO2-eq/kWh)
\( \varepsilon \) Emissivity of PV module
\( \sigma \) Stefan Boltzmann constant (W/m^2K)
\( \kappa_t \) Temperature coefficient of short circuit current (°C)
\( \varepsilon \) Specific exergy flow (kJ/kg)
\( \varepsilon_{kn} \) Kinetic exergy flow (kJ/kg)
\( \varepsilon_{pt} \) Potential exergy flow (kJ/kg)
\( \varepsilon_{\text{ph}} \) Physical exergy flow (kJ/kg)
\( \varepsilon_{\text{ch}} \) Chemical exergy flow (kJ/kg)
\( \eta \) Energy efficiency (%)
\( \eta_b \) Battery efficiency (%)
\( \eta_{\text{ex}} \) Exergy efficiency (%)
\( \eta_{\text{inv}} \) Inverter efficiency (%)
\( \eta_{\text{MGT}} \) MGT energy efficiency (%)
\( \eta_P \) Overall energy efficiency (%)
\( \eta_{\text{PV}} \) PV energy efficiency (%)
\( \eta_{\text{CHP}} \) Overall CHP efficiency (%)
\( \eta_{\text{CCHP}} \) Overall CCHP efficiency (%)
\( \eta_{\text{wh,sys}} \) Overall process water heater efficiency (%)
\( \eta_{\text{ex,CHP}} \) Overall CHP exergy efficiency (%)
\( \eta_{\text{ex,CCHP}} \) Overall CCHP exergy efficiency (%)
\( \eta_{\text{ex,MGT}} \) MGT exergy efficiency (%)
\( \eta_{\text{ex,P}} \) Overall exergy efficiency (%)
\( \eta_{\text{ex,PV}} \) PV exergy efficiency (%)

Abbreviations

ACC  Annualised capital cost ($/yr)
AFC  Annual fuel cost ($/yr)
AOM  Annual operation and maintenance cost ($/yr)
CCHP Combined cooling, heating, and power
CHP  Combined heating and power
COE  Cost of energy ($/kWh)
CRF  Capital recovery factor
DF   Duty Factor (kWh/start-stop/yr)
EE   Excess Energy (kWh)
ETLR Electric to thermal load ratio
FEL  Following electric load
FTL  Following thermal load
GA   Genetic algorithm
ICE  Internal Combustion Engine
IEA  International Energy Agency
LCE  Life cycle emissions (kg CO\(_2\)-eq/yr)
LHV  Lower heating value
LPS  Loss of power supply (kWh)
<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>LPSP</td>
<td>Loss of power supply probability</td>
</tr>
<tr>
<td>MGT</td>
<td>Micro gas turbine</td>
</tr>
<tr>
<td>PV</td>
<td>Photovoltaic</td>
</tr>
<tr>
<td>PMS</td>
<td>Power management strategy</td>
</tr>
<tr>
<td>RP</td>
<td>Renewable penetration (%)</td>
</tr>
<tr>
<td>TER</td>
<td>Thermal to electric ratio</td>
</tr>
<tr>
<td>WHSP</td>
<td>Waste heat to supply power</td>
</tr>
</tbody>
</table>
Chapter 1: Topical Overview

1.1 Energy systems

The continuous depletion of fossil fuel reserves and the growing awareness of their environmental impact are driving the development of more sustainable energy supply options. Global energy demand is rising steadily as a consequence of population growth and higher living standards in many areas across the world. Over 85% of global energy demand is supplied by fossil fuels [1], whilst more than 67% of electricity is generated by using fossil fuels, as shown in Figure 1.1. The consequences are a strong link between greenhouse gas emissions (such as CO$_2$) and the fossil fuels which are largely responsible for power generation.

![Fig 1.1 (a): Global electricity generation, and (b) CO$_2$ emission by fuel type in 2012 [1]](image)

There are two pathways available to reduce dependency on fossil fuels: (i) increasing overall process efficiencies in different applications (industrial, domestic, agricultural, transport etc.), and (ii) to escalate the penetration of renewable energy instead of conventional energy resources. These two technical challenges are further complicated by the higher transmission and distribution costs associated with centralized power grids, particularly if supplying remote communities [2]. Although many stand-alone and distributed energy systems integrate renewable energy resources, the intermittent and seasonal nature of these resources means they are not reliable in meeting all utility demand if used without some form of energy storage. Additionally, to improve the performance and reliability of stand-alone and distributed energy systems, prime movers are used along with energy storage to supplement power if needed. The traditional prime mover Internal Combustion Engines (ICEs) have been used for back-up [3]. However, other prime movers such as Micro Gas Turbines (MGTs) can also be considered for decentralized power. The electric efficiencies of small scale (<100 kW) ICEs and MGTs are roughly 35% and 25%, respectively [4]. However, their inefficiency arises from waste heat, which is not
commonly recaptured. Whilst it is acknowledged that integrating waste heat recovery for cooling and heating applications into conventional power stations could increase overall efficiency by up to 90% [4], the implementation of waste heat recovery into stand-alone energy systems is less researched. Stand-alone energy systems produce electricity independently where it is not feasible to connect to the main utility grid. On the other hand, distributed power is characterised by the generation of power to meet local energy needs. Distributed energy generation systems run in the presence of a connection to a main grid to help supplement shortfalls or reduce peak power costs. Distributed energy systems typically include prime movers such as reciprocating Internal Combustion Engines (Compression Ignition or Spark Ignition), Micro Gas Turbines (small-scale combustion turbines that run on fossil fuels and biofuels), Fuel Cells (FCs), solar Photovoltaic (PV) panels, solar thermal power plants and wind turbines. In the context of stand-alone and distributed energy systems, a Combined Heat and Power system (CHP) is the integration of both electrical and thermal load to end users. There are potential benefits from the use of cogeneration systems including improved fuel efficiency and reduced overall CO$_2$ emissions compared to the single generation (power) system. On the other hand, trigeneration extends cogeneration to the cooling loads for the same energy input. This type of system is also known as Combined Cooling, Heating and Power (CCHP). Whilst CCHP is a proven and reliable technology, its use has mainly been confined to industrial applications and large-scale centralized power plants. However, stand-alone and distributed CCHP systems are receiving more attention because of improved overall process efficiencies. Despite this, the inclusion of additional hardware infrastructure in both CHP and CCHP systems means field deployment requires careful thermo-economic analysis. Well-designed CHP and CCHP systems should be cost-effective and could lead to long-term energy savings and less emission of pollutants through improved process efficiencies. This study focuses on the recovery of waste heat generated from the prime movers (i.e. ICEs, MGTs) when supplementing renewables (i.e. PV).

**Solar-Photovoltaic (PV):** Solar energy represents one of the energy options readily available for use in stand-alone systems without compromising or adding to global warming. PV systems, however, need storage to meet peak electric load demands through using surplus energy for power generation.

The IEA solar energy roadmap has set a target of 27% of worldwide electricity generation from solar energy (PV and solar thermal) by 2050 and for it to be a leading source of global electricity production as early as 2040 [5]. This target will be achieved in two ways: firstly by reducing the cost of electricity generation from solar energy, and secondly, by developing cost effective energy storage technologies. Energy generation from PV technology has a number of advantages including: familiarity and durability with no operational CO$_2$ emissions and suitability for stand-alone applications. However, the limitations of photovoltaic efficiency and manufacturing costs have not reached the point where PV power generation is the default choice for stand-alone systems.
**Internal Combustion Engines**: ICEs are a widely used technology for stand-alone and distributed power generation, and are used all the way through remote facilities for power and thermal energy generation. These prime movers have higher efficiency compared to combustion gas turbines, quick transient start-up, decent efficiencies at part load, and are generally reliable. The thermal efficiency of a small size high-speed diesel engine is about 30%; however, efficiency increases up to 42–48% for larger size engines [4]. Diesel engines have higher part load efficiency compared to the spark ignition engines. Diesel engines show a comparatively flat efficiency curve between 50 and 100% load whereas spark ignition engine efficiency drops by 15–25% at half load conditions [4].

**Micro Gas Turbines**: MGTs are small-scale gas turbines that burn either liquid or gaseous fuels. These devices produce a high pressure gas stream which in turn drives an electrical generator to produce electricity. MGTs have slightly lower electrical efficiency than similarly sized diesel generators. However, MGTs have the potential for higher reliability, a lower installation and maintenance cost, and lower noise and vibration due to the design simplicity and the lower number of moving parts. The power output and efficiency of MGT largely depends on ambient temperature and pressure. As the temperature of air increases, the density of air declines, which in turn decreases the density and mass flow rate of air. This consequently reduces the output power and efficiency as the compressor needs more power to deliver the same mass flow rates, but for the less dense air. On the other hand, both the power and the efficiency of the MGT increase with lower inlet air temperature. The part load performance of an MGT is quite low as compared to the diesel engine and fuel cell. When operating at 50% load, the electrical efficiency drops from approximately 30% to 25% [4].

**Hybrid Systems**: Hybrid energy systems combine two or more energy sources, which can include renewables or conventional fuels with energy storage devices. The main benefits of hybrid power systems may be used to reduce dependency on either conventional energy or renewable systems. These systems are usually more suitable than using an individual prime mover or energy source for stand-alone power applications load meeting if high reliability is needed. Over the last two decades, research has been conducted on the integration of combustion engines and MGTs with renewable energy sources such as PVs and/or wind [6-8]. Incorporating heat recovery (to facilitate CHP or CCHP) with diesel engines, MGTs and fuel cells can increase overall power plant efficiency.

The main disadvantage associated with stand-alone renewable energy systems is the reliability of the renewables (e.g. PV, wind) due to their unpredictable, seasonal, and time-dependent natures. Although renewable energy is considered to be an alternative to fossil fuels, due to its seasonal and temporal variations, neither a PV nor wind energy resources can fully satisfy the load requirements. However, combining PV and wind energy can satisfy the load demands in some areas. In this regard, one approach is to install a hybridised energy system and include some energy storage media (batteries, hydrogen, capacitors) in a stand-alone system since renewable energy resources are inherently intermittent in
character [9]. On the other hand, inefficiencies associated with prime movers result in significant amounts of waste heat alongside power production, particularly as some prime movers release as much as two thirds of their fuel energy through the tail pipes [10]. Capturing waste heat through a heat exchanger can increase overall efficiency, and it also creates fewer greenhouse gas emissions. Trigeneration, otherwise known as the combined production of cooling, heating, and power (CCHP) has high potential compared to a single generation system (e.g. power only) due to higher overall efficiencies as well as lower costs of energy and emissions per unit energy output. The main purpose of the trigeneration system is to improve overall efficiency, cost, and reliability, and to reduce environmental emissions. Table 1.1 presents the technical characteristics of supplementary prime movers used in CHP and CCHP systems.

Table 1.1: Characteristics of prime movers used in CCHP systems

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Steam turbines</th>
<th>Internal Combustion Engine (ICE)</th>
<th>Combustion turbines</th>
<th>Micro Gas Turbine (MGT)</th>
<th>Fuel cells</th>
</tr>
</thead>
<tbody>
<tr>
<td>Capacity (kW) [11]</td>
<td>50–500,000</td>
<td>5–20,000</td>
<td>250–50,000</td>
<td>15–300</td>
<td>5–2,000</td>
</tr>
<tr>
<td>Power to heat ratio [11]</td>
<td>0.1–0.5</td>
<td>0.8–2.4</td>
<td>0.2–0.8</td>
<td>1.2–1.7</td>
<td>0.8–1.1</td>
</tr>
<tr>
<td>Output heat temperature (˚C)</td>
<td>Up to 540</td>
<td>80–540</td>
<td>Up to 540</td>
<td>200–650</td>
<td>260–370</td>
</tr>
<tr>
<td>Start-up time (transient) [12]</td>
<td>1–24 h</td>
<td>10 s</td>
<td>10 min–1 h</td>
<td>1 min</td>
<td>3–72 h</td>
</tr>
<tr>
<td>NOₓ emissions (kg/MWh) [11]</td>
<td>-</td>
<td>10</td>
<td>0.3–0.5</td>
<td>0.1</td>
<td>0.005–0.01</td>
</tr>
<tr>
<td>Lifetime (yr) [11, 13]</td>
<td>20–35</td>
<td>10</td>
<td>10</td>
<td>20</td>
<td>10–20</td>
</tr>
</tbody>
</table>

1.2 Stand-alone energy systems

1.2.1 Power generation

Electricity is considered as the most extensively used energy carrier in our daily activities. A prime mover provides electrical energy by mechanical or chemical means as shown in Figure 1.2. A typical power plant converts around one third of the energy available from fuel into electric power [14]. The major portion of the energy content of fuel is lost through the release of waste heat from the power plant. It is possible to use the waste heat generated alongside the power generation from the prime mover to produce thermal load (heating or cooling). Hong and Lian [15] reported an optimized sizing of a stand-alone hybrid power system considering a 25 kW wind-turbine, 30 kW diesel generator, and 5 kW PV. Wang and Nehrir [16] proposed a hybrid (wind/PV/fuel cell) power generation system for stand-alone applications. They considered wind and PV as the primary energy sources and an FC–
electrolyser as a backup for the system. Due to limited reserves of conventional energy sources, increasing energy demands, and growing environmental concern, there has been intensive research into green power plants that use advanced technology [10]. Solar energy is the most readily available form of energy and it has been the focus of research attention. PV systems can produce electricity by directly transforming the abundant solar energy into electricity without emissions. In the near future, PV systems can play a promising role in power generation due to the continuous development of PV cells and reductions in cost. Fthenakis et al. [17] performed a feasibility study on the solar energy of the USA considering techno-economical and geographical conditions and reported that solar power and other renewables are fully capable of replacing the fossil fuels and reducing carbon emissions.

**Fig. 1.2:** System with power generation only

**Internal Combustion Engines:** ICEs are one of the most efficient power generation options for distributed power applications. The efficiency of a diesel engine increases with the increase in compression ratio and at low speed [18]. Power generation from combustion engines is widely used in different areas. Low speed diesel engines are more favoured for power generation in marine applications [19-21]. Diesel engine power generating sets are extensively used in telecommunications for distributed power generation, along with a battery bank and grid connection or off-grid applications [22]. Although diesel engine has lower efficiency compared to fuel cell, relatively lesser start-up time of diesel engine than fuel cell makes the diesel-based power generation system more suitable for off-grid and distributed power application (Table 1.1).

**Micro Gas Turbines:** Micro gas turbines (MGTs) are small gas turbines with a high-speed shaft and typical power range ~25–500 kW [23]. MGT has the potential to meet power, heating and cooling energy needs for both residential and small commercial applications due to its reliable, stable power generation, cost effectiveness, and low environmental pollution [24-27]. An MGT has a low installation and maintenance cost, less civil cost, requires less space, and are multi-fuelled combustion engines [28]. The part load efficiency of an MGT at 50% load condition drops by around 15% compared to an internal combustion engine in which the figure is only 5%. An ICE-based power plant is advantageous compared to an MGT-based power plant in terms of part-load efficiency and for quick start-up time and higher overall efficiency. On the other hand, MGTs can be operated with different fuels including renewables, which adds flexibility to the operation.
1.2.2 Cogeneration (CHP)

Stand-alone cogeneration systems are usually installed close to end users. The utilisation of waste heat produced alongside electricity generation allows for the efficient utilisation of fuel energy and hence is more economical than the single generation systems (electricity or heat only). A typical Combined Heating and Power (CHP) system is shown in Figure 1.3.

**Fig. 1.3:** System with Combined Heating and Power (CHP)

**Internal Combustion Engines:** Without waste heat recovery from ICE exhausts, the efficiency of ICE varies from 35 to 55 %; however, this can be increased to over 90 % as a result of CHP [29]. The CHP application could save around 20-30 % fuel compared to the amount of fuel needed to produce power and heat separately. Waste heat from ICEs can be recovered at different levels: from exhaust gases at temperature range 200–400 °C and from jacket water cooling and lubricating oil cooling (at 90–125 °C)[30]. Compression ignition engine CHP systems are commonly used in educational institutions, health care centres, industrial facilities, and commercial and residential buildings.

**Micro Gas Turbines:** MGTs for CHP in stand-alone applications are receiving attention due to their low environmental pollution and low level of noise vibration. The higher range exhaust gas outlet temperatures (typically 450–550 °C) make MGT very suitable for CHP applications. The major concern is low electrical efficiency (~30 %) which reduces significantly at part load. However, from an environmental point of view, MGT has a slight advantage compared to the ICE. Caresana et al.[31] performed an experimental study on 100 kW MGT with a cogeneration application and found electrical efficiency up to 29 % in the 80-100 kW range, and primary energy saving and overall efficiency about 74 % and 24 % respectively with substantially lower pollutants. An MGT cogeneration system is an efficient system and usage is increasing worldwide [32, 33]. Ehyaei and Mozafari [34] carried out an energy, economic, and environmental analysis of an MGT based on an on-site CHP application for a
10-storey residential building in Tehran. They reported that the energy management system and operational simplicity were the decisive factors for the system design and the system cost estimation. Most of the studies have been conducted by giving priority to energy and economic analysis. However, less attention has been paid to environmental, exergy, and exeroeconomic analyses of the CHP plant.

1.2.3 Trigeneration (CCHP)

The economic benefits of combustion engines in stand-alone power applications often depend on the effective use of the waste heat release, which accounts for almost two-thirds of the inlet fuel energy. Engine exhaust heat is the largest source of waste heat due to its high volumetric flow and temperature (up to 540 °C). It is quite feasible to use around 80 % of input fuel energy used for power generation by recovering waste generated by the combustion engine in the form of exhaust gas and cooling systems. Combined Cooling, Heating, and Power (CCHP) systems offer high overall efficiency and this leads to a reduction in the per energy output operating costs and environmental emissions. Figure 1.4 depicts the CCHP system.

The CCHP system can be operated with different possible operational modes. Usually, the two simplest operation strategies are: (i) to operate the prime mover to satisfy all electricity demand and to use the waste heat to meet part or all of the thermal demand and (ii) to operate the prime mover to meet all the thermal demand, while part or all of the electricity demand is met by the generating unit. The optimisation of small-scale CCHP systems is one of the most important issues in energy management due to the limited reserves of fossil fuel resources and the environmental concerns about using combustion fuel.

![Diagram of CCHP system](image)  
**Fig. 1.4:** System with combined cooling, heating, and power

**Internal Combustion Engine:** Rocha et al.[35] analysed the performance of two small-scale trigeneration plants based on a 30 kW MGT, and a 26 kW ICE as a prime mover, both the MGT and ICE natural gas fuelled and producing chilled water through an ammonia water absorption refrigeration. Khatri et al.[36] conducted an experimental investigation on a laboratory scale ICE-based CCHP system. They compared the performance of the power generation and the CCHP system and the results
showed that thermal efficiency increases from 33.7% to 86.2% when the engine is operating in CCHP mode. Also, CO₂ emissions from CCHP mode are 0.1211 kg CO₂/kWh whereas for a power generation system the emissions are of 0.308 kg CO₂/kWh. Lin et al. [37] also carried out a similar experimental test based on a diesel engine and the results showed that the building–sized CCHP system is feasible with a significant raising of the energy efficiency.

**Micro Gas Turbines:** Huang et al.[38] optimised an MGT using multi-objective genetic algorithms based on different load conditions. Moya et al.[28] investigated the performance analysis of an indirect–fired, air–cooled MGT of 28 kW capacity with an NH₃-H₂O absorption chiller trigeneration system. They conducted the parametric study at different load conditions, ambient temperatures for the absorption unit, cooling water temperature, and thermal oil temperature.

Different types of alternative energy sources like wind energy, PV, solar thermal power, geothermal, and hydro-energy are eco-friendly and have the potential to be extensively used. Combining these renewables with conventional sources like diesel engines, MGTs and fuel cells and with the battery sources to form a hybrid system can be utilised to supply power, cooling, and heating energy to the stand-alone community in a cost-effective and sustainable manner compared to the single generation system.

**Optimisation of hybridised system:** Simulation is considered one of the most favoured methods in solving the optimisation problems of trigeneration plants. Several studies on hybrid energy systems with various energy sources and components have been performed. However, very few of them are hybrid trigeneration systems. Mago and Chamra [39] optimised the primary energy, operational costs, and environmental emissions of a CCHP system based on the power demand, thermal demand, and power-thermal demand. Cardona and Piacentino [40] studied CCHP systems operating in Following Thermal Load (FTL) mode. Their work could not deliver an optimal CCHP system operating procedure in terms of cost, energy consumption, or emissions. In optimisation of a CCHP system, energy cost is commonly considered as an objective function. Most of the researchers worked on the optimisation of CCHP and CHP systems focus only on economy of the power plant [41-43]. However, Cho et al.[44] presented an optimisation of CCHP systems considering operational cost, primary energy consumption (PEC), and CO₂ emissions. Although there have been other prime movers such as steam turbines, gas engines, gas turbines, solid oxide fuel cells, etc, this PhD project study focuses on the small scale (≤60 kWe) hybrid CCHP system with a diesel engine, and an MGT which is quite feasible for stand-alone energy generation.

Optimisation techniques refer to examining the optimal sizing of system components from a search space. The steps in these techniques are: (i) select the optimisation problem; (ii) find objective functions which can be either maximized or minimized based on the intentions of the decision-maker; and (iii)
identify a set of constraints with decision variables. There are a number of optimisation techniques for sizing hybrid energy systems reported in the literature, such as Genetic Algorithm (GA), Particle Swarm Optimisation (PSO), Fuzzy logic, Simulated Annealing (SA), and Artificial Neural Network (ANN).

GA is a search method for obtaining the optimal solution by natural evaluation [45]. Basic GA consists of random population generation with a fitness unit (based on objective functions) and a genetic operation unit (selection, crossover, and mutation). This procedure progresses toward the desired optimal point. When the optimisation process is dealing with two or more objective functions, then the procedure is considered as a multi-objective optimisation. This technique has been used to design a hybrid renewable energy system [46]. In multi-objective optimisation, there are two approaches: (i) to combine different objective functions into a single objective function, and (ii) to determine a Pareto optimal solution set. In this approach, a strategy is developed to balance or trade off each objective function relative to the others. This approach can successfully be applied to find the Pareto optimal solution set. Abdollahi et al. [47] optimised a small scale-scale CCHP system considering the objective functions (exergy efficiency, product cost, and environmental cost) using a multi-objective genetic algorithm. Bilal et al.[48] utilised a multi-objective genetic algorithm to find the optimal size of a stand-alone solar-wind-battery system in order to minimise the annualised cost system (ACS) and the loss of power supply probability (LPSP). Lagorse et al. [49] developed a genetic algorithm to economically design a hybrid energy system based on PV, wind, and fuel cell. In recent years, GA based on an evolutionary algorithm has been considered as a popular optimisation tool for energy systems. Ghaebi et al.[50] performed an optimisation technique of a CCHP system using a genetic algorithm based on total profit and the system product cost as the objective functions. Kavvadias and Maroulis [51] applied a multi-objective optimisation method using a genetic algorithm for the design of a CCHP system for a hospital. In this study, energy, cost, and environmental emissions were considered as objective functions and component size, operational strategy, and cost were the decision variables. A similar study was done by Wang et al. [52], where energy and cost savings and CO₂ emission reduction were considered as fitness functions.

PSO is another optimisation technique extensively used for the optimisation of hybrid energy technologies. Li et al.[53] instigated PSO for a CCHP plant based on solar energy in a commercial building. The objectives of this study were minimisation of cost, energy consumption, and CO₂ emissions. Wang et al. [54] performed a PSO technique to optimise a building’s CCHP system to simultaneously measure the energy economy and environmental paybacks achieved by the building’s CCHP system compared to a separate system. Kaviani et al.[55] proposed a PSO-based design methodology for a hybrid (Wind/PV/Fuel Cell) power generation system considering the annual cost as the objective function. Hakimi et al.[56] used a PSO algorithm for stand-alone hybrid system sizing considering total system costs as an objective function.
The Simulated Annealing (SA) optimisation technique is not a well-established procedure as compared to GA or PSO for sizing hybrid energy systems. Very few studies have covered this technique. Ekren et al. [57] performed an SA algorithm for hybrid (PV/wind with battery storage) energy system sizing in order to minimise total system cost. Mellit et al.[58] proposed ANN to find the optimal sizing of stand-alone PV systems with a minimum of input data.

In this study, a MATLAB-based Genetic Algorithm (GA) is considered as an optimisation tool. The reliability of GAs is higher than other types of optimisation tools like PSO for finding the global optimum. In addition to this, it can handle a large number of parameters to find the optimal solution which makes it suitable for system design [45].

In summary, although a number of research projects have looked at using GAs for hybrid power supply applications, very few of these considered systems for power, heating, and cooling applications. This study uses highly dynamic load profiles and meteorological data. Moreover, the transient start-up for hybrid applications has not been considered. The detailed of Power Management Strategy is not widely reported in literature for hybridised CCHP systems. The effects of PMS, hardware components, and optimisation parameters are also reported in this study. Although LPSP is extensively used in designing hybrid power generation systems, this is not commonly used in CHP and CCHP sizing optimisations. The overall system energy and exergy efficiency of a stand-alone hybridised power, CHP, and CCHP system is analysed while the system is sized.

1.3 Project motivation

Around 17% of the global population is not connected to the grid and this figure is even higher (22%) in developing countries [59]. The major share of electricity (around 68%, Figure 1.1) is generated using fossil fuels. However, the limited reserves of conventional fuels and the negative environmental consequences of using these fuels have triggered the use of sustainable energy resources, in particular in areas where grid connections are not readily available. There are two pathways to reduce the dependency on fossil fuels. Firstly, increasing the overall efficiency of prime movers in industrial and domestic applications. Secondly, escalating the integration of renewable energy (e.g. PV, wind etc.) in place of conventional energy sources. However, renewable energy resources are seasonal, unpredictable, and intermittent in nature [60, 61]; therefore, these systems require large-scale storage devices. In this context, one approach to reliably satisfy the load demand includes hybridisation supplemented by combustion-based prime movers (i.e. ICEs or MGTs) [62].

Numerous studies have been investigated on stand-alone hybrid power generation systems [63-73]; however, very little work is available in the literature which investigate the stand-alone hybridised CHP [74, 75], and CCHP [76, 77] systems. Around 60% of fuel input energy is wasted through the exhaust
tail pipe (ICE and MGT) and cooling system (ICE). Recovering waste heat from supplementary prime movers to meet heating and cooling demands not only improves overall system efficiency [36] but also reduces environmental emissions [78]. In this regard, there is a need for further investigation into hybridised systems featuring CHP or CCHP systems.

The load-meeting reliability (Loss of Power Supply Probability-LPSP) is one of the most important constraints in the design of hybridised system components. Many studies have considered LPSP as a reliability index to meet electricity demands alone [60, 79, 80]; however, in CHP and CCHP systems design, an LPSP has not widely been reported in the literature. Additionally, Power Management Strategies (PMS) can significantly affect the outcome of the system sizing of hybridised power, CHP, and CCHP systems [81-83]. Therefore, design of detailed PMS needs extra attention to the optimisation of hybridised system configurations. CHP and CCHP systems with the grid connected use grid electricity and a back-up combustion boiler to meet the deficit of electricity and thermal demand, respectively [47, 84-86]. In this context, optimal sizing of stand-alone hybrid CHP and CCHP systems is a key challenge and requires the consideration of several parameters simultaneously. These parameters are choice of renewables, variations in load profiles (electric, heating, and cooling), hardware component characteristics, and the optimisation methods used along with their constraints and parameters.

Considering the facts discussed above, the research described in this thesis addresses the research gaps by meeting highly dynamic load demand and meteorological conditions. The study considered the LPSP as a reliability constraint and details of the PMS are developed for all three stand-alone (power, CHP, and CCHP) systems. A comparative analysis of stand-alone power, CHP, and CCHP systems using a multi-objective Genetic Algorithm is carried out to size the optimal system configurations considering the Cost of Energy (COE), overall energy efficiency, and overall exergy efficiency. The analyses of stand-alone power, CHP, and CCHP systems are also reported based on several key consequential (post optimisation) performance indicators such as LCE, CO$_2$, NO$_x$, Duty Factor (DF), Recovered Waste Heat to Power (RWHP), and Renewable Penetration (RP). The study is further extended to investigate the sensitivity of using different starting thresholds of supplementary prime movers, different types of resolutions, different numbers of objective functions, different relative distributions of load demand, and variations in the costs of components on the performance indicators.

1.4 Research objectives

The present research project focuses on sizing and optimisation of a PV/combustion engine-based hybridised system which is an essential part before installation for stand-alone application. The system is designed using intelligent techniques (GA) to meet highly dynamic loads (electric, heating, and cooling) and widely used optimisation tool HOMER to satisfy electric load only with greater reliability.
Power management strategies are developed for system sizing using GA. The main challenge is to design a hybridised system which would be able to meet a highly dynamic electric load, hot water (heating load), and chilled water (cooling load) with a specified load meeting reliability. In order to achieve this, single- and multi-objectives function are considered along with some acceptable performance indicators. The research is also extended to carry out a comparative analysis of a hybridised micro-grid system with different battery technologies and scalability of load demand. Although, the specific objectives are discussed at the end of Introduction Section of each chapter (chapters 2, 3, 4, 5, and 6), the overall objectives of this PhD project are listed below:

- To perform a sizing optimisation of a hybridised stand-alone system based on the single objective function while meeting a dynamic electric load demand. This system sizing also incorporates the effects of temporal resolution, minimum starting threshold of supplementary prime movers, transient start-up, and sensitivity analysis on the COE and other performance indicators (Chapter 2).

- To investigate a comparative analysis of using different battery technologies and scalability of load demand while sizing a hybridised micro-grid system using HOMER meeting power demand only. Apart from the economic analysis, several performance indicators also are considered for sizing optimisation (Chapter 6).

- To analyse the effects of various parameters (e.g. relative magnitude of load profiles, Following Electric Load (FEL) and, Following Electric Load to Thermal Load (FEL/FTL) management strategies, single- and double objective functions) on optimal sizing of hybridised CHP system (Chapter 3).

- To design a CCHP system meeting a highly dynamic simultaneously electric, heating, and cooling load considering the effects of relative load distribution, hardware components, and optimisations techniques on system sizing (Chapter 4).

- To carry out a sizing optimisation of hybridised power, CHP, and CCHP systems considering three objective functions (COE, overall energy efficiency, and overall exergy efficiency) and investigates the effects of scalability of prime movers, relative magnitude of load demands, and number of objective functions (Chapter 5).

1.5 Research scope

The main focus of this research is to design an optimal hybridised system configuration reliably meeting a highly dynamic electric, heating, and cooling loads in an off-grid area. This system includes Internal Combustion Engine (ICE), Micro Gas Turbine (MGT), PV module, battery bank, heat exchangers, and absorption chillers. The study also extends to analyse the effects of different battery technologies (i.e lead acid, Li-ion, and vanadium redox flow battery) on sizing and system performance. Among the various renewable sources, solar PV is only considered in this study. Although wind energy is a good contender for stand-alone application, due to the more intermittent nature than solar, it is out of scope.
in this research. Another potential source Fuel cell is also excluded from this study which requires higher capital investment and has higher transient start-up time compared to the prime movers considered in this study. This system configuration is fully stand-alone; thus grid-connection is out of the scope. No solar tracking system and Maximum Power Point Tracking (MMPT) are used in this research. Moreover, it does include the auxiliary boiler meeting the heating demand. In this work, hot water driven absorption chiller (single effect chiller) is used for meeting cooling demand and thus, double or triple effect chiller is not considered which requires high temperature steam or exhaust gas. Costs associated with installation, instrumentation and control, wiring, civil structure and land are not considered for economic analysis. Studying the predictive power management system is beyond the scope of the present research. The study includes theoretical modelling using manufacturer technical characteristics of hardware components and develops simulation modelling for optimal sizing of the system components. Given the complexity of the system considered in this study, experimental part is out of scope of the PhD project. However, the outcome of this study is compared to the research found in the literature. This PhD thesis is to investigate the effects of incrementally increase the complexity of systems and load following strategies (i.e. Power Management Strategies) on the optimised system configuration. The system sizing is based on the Cost of Energy, overall energy and exergy efficiency, some widely acceptable performance indicators (e.g. Life Cycle Emissions, Excess Energy, Renewable Penetration, CO2, NOx emissions, etc.). This conceptual system develop can be applied with the integration of other renewable sources and supplementary prime movers. Although the system is developed under Australian conditions, the same can be used for the application of remote areas all over the world considering the meteorological data, load profiles, and economic input of the studied areas.

1.6 Research questions

On the basis of the challenges and unsettled issues identified above in relation to optimise the stand-alone power, CHP, and CCHP systems based on several key performance indicators, the present study is carried out by addressing the following research questions as shown in Figure 1.5:

**RQ 1:** In optimally sizing stand-alone hybrid systems meeting electric load only, how are the Cost of Energy and the consequential performance indicators affected by the following:

- **Hardware components:** start-up thresholds, type of supplementary prime movers, transient start-up periods, and scalability of prime movers
- **Load characteristics:** temporal resolutions, reliability constraints
- **Simulation methods:** GA parameters (e.g. population size, number of generations etc.).

**RQ 2:** In optimally sizing stand-alone hybrid systems meeting electric and heating loads, how are the Cost of Energy, overall CHP efficiency, and consequential performance indicators affected by the following:
• **Hardware components**: type of supplementary prime movers

• **Load characteristics and Power Management Strategies**: reliability constraints; relative magnitudes of load profiles, Electric-vs-Electric and Thermal Load Following strategies

• **Simulation methods**: GA parameters (e.g. population size, single-vs-double-objectives etc.).

**RQ 3**: In optimally sizing stand-alone hybrid systems meeting electric, heating, and cooling loads, how are the Cost of Energy, overall CHP/CCHP efficiency, and consequential performance indicators affected by the following:

• **Hardware components**: type of supplementary prime movers, adding absorption chiller to CHP systems

• **Load characteristics and Power Management Strategies**: reliability constraints, relative magnitudes of load profiles, Electric-vs-Electric and Thermal Load Following strategies.

**RQ 4**: In optimally sizing stand-alone hybrid systems meeting electric, heating, and cooling loads, how are the Cost of Energy, overall system CCHP energy efficiency, overall system CCHP exergy efficiency, and consequential performance indicators affected by the following:

• **Hardware components**: scalability of prime movers, type of absorption chillers

• **Load characteristics**: reliability constraints; relative magnitudes of load profiles

• **Simulation methods**: double-vs-triple-objectives.

**RQ 5**: In optimally sizing stand-alone hybrid systems meeting electric load only, how are the Cost of Energy, Net Present Cost, and consequential performance indicators affected by the following:

• **Hardware components**: type of battery technologies

• **Load characteristics**: reliability constraints; magnitudes of load profile
1.7 Research methodologies

The above research questions are addressed using the MATLAB optimisation toolbox to implement single- and multi-objective functions. A commercial software package, MATLAB 2015b, operating on a desktop PC (processor: Intel Core i5-4570 CPU@ 3.20GHz, 32-bit operating system) is used to determine the stand-alone system performances based on the system architecture.

Figure 1.6 shows the work flow diagram for this research project. In this study, load profile associated with electrical demand is collected from Western Power (a Western Australian state government-owned corporation for a stand-alone system) and then scaled up to meet the community-based load demand. On the other hand, heating and cooling load demands are accumulated from Edith Cowan University (ECU) building. These load profiles are presented in Chapters 2, 3, and 4 and as supplementary materials in Appendix C. Time-resolved meteorological data (i.e. solar irradiation, wind velocity, and temperature) is taken for the stand-alone area in Western Australia (Broome: 17°56’S latitude and 122°14’E longitude) from the Bureau of Meteorology, Australia. The study area Broome is chosen as it is not connected to the Australian National Grid. Operational characteristics related to the combustion engines used in this research have been obtained from the manufacturer’s datasheet and literature (Appendix D). The economical, technical, and environmental information about the hardware components is also obtained from manufacturer’s websites and literature.

In this research work, the hybridisation power, CHP, and CCHP systems are performed using MATLAB-based Genetic Algorithm (GA) using an optimisation toolbox. The technical and economic details of the hybridised system components are incorporated into the objective function in an M-file.
and the constraints (non-linear constraints) are incorporated into another M-file according to the type of system configurations. In the process of optimisation, GA population size has significant effects on the time required to obtain an optimal solution as presented in Appendix E. The MATLAB scripts related to the objective functions and constraints are presented in Appendix F. Another MATLAB script (Appendix F) is developed to determine the final solution for multi-objective optimisation. More details about GA optimisation are provided in Chapter 3 and the method used to select the final solution is described in Chapter 4. In post optimisation analysis, a MATLAB script is developed to determine the engine transient time and running time. The consequential performance indicators are also analysed in post-optimisation phases.

**Fig. 1.6: Work flow of data collection, modelling, and analysis**

1.8 Project deliverables and thesis format

This PhD project is structured as shown in Figure 1.7. The optimisation focuses on stand-alone systems which meet highly dynamic electric, heating, and cooling loads. The project is conceptualised so as to
incrementally increase the complexity of systems and load following strategies (i.e. Power Management Strategies). Throughout, the outcomes are reported with respect to the Cost of Energy, energy and exergy efficiency, Life Cycle Emissions, and other acceptable consequential performance indicators.

This research has the following project deliverables:

- A stand-alone system of power generation (satisfying electric demand only) is investigated using a MATLAB-based Genetic Algorithm (GA) for a single objective (Cost of Energy, $/kWh) function while sizing the system components and quantifying the waste heat generation.
- Different battery technologies and scalability of electric load demand are investigated using HOMER to satisfy dynamic loads.
- A stand-alone hybridised CHP system is sized, taking into account both single- and double-objective functions while meeting dynamic electric and heating loads.
- Following this, a stand-alone hybridised CCHP system is optimised using a multi-objective GA to satisfy highly dynamic electric, heating, and cooling loads. This study considers Cost of Energy and overall energy efficiency as objective functions.
- Finally, the system is sized considering the three objective functions (COE, overall energy efficiency, and overall exergy efficiency) when meeting dynamic electric, heating and/or cooling.

The research in this thesis will contribute to the management of electric, heating, and cooling load demands in remote areas that are not connected to the national grid. The research highlights that using intelligent technique can achieve this in a cost effective way, with higher overall efficiency, and with fewer polluting emissions than combustion-based and PV-only systems.

This PhD follows the “Thesis with Publication” format. The remaining five chapters of the thesis consist of published or under review in peer-reviewed journals followed by general discussions, conclusions, and future recommendations. The structure of the thesis is as follows:

---

1 “Thesis with Publication” is thesis format for postgraduate research at ECU. The present thesis has been written based on the guidelines provided at http://www.ecu.edu.au/GPPS/policies_db/policies_view.php?rec_id=0000000434. In this format, the submitted thesis can consist of publications that have already been published, are in the process of being published, or a combination of these.
Chapter 1 gives a brief overview of energy systems along with some practical applications of stand-alone power, CHP, and CCHP systems. Chapter 1 also explains the need to integrate renewable energy sources with supplementary prime movers for energy generation (electric, heating, and cooling), in particular in areas where grid electricity is not readily available. This chapter concludes by outlining project motivations, research questions, and research methodologies.

Chapter 2 presents a stand-alone hybrid system meeting a highly dynamic electric load only. This study investigates the effects of different types of supplementary prime movers and their start-up thresholds,
temporal resolution, and sensitivity analysis on the Cost of Energy and the consequential performance indicators such as Life Cycle Emissions and quantification of waste heat generation.

Chapter 3 discusses the sizing optimisation of a stand-alone CHP system while satisfying both highly dynamic electric and heating loads with a specified load-meeting reliability. This research uses single objective (Cost of Energy) and multi-objective (Cost of Energy and Overall energy efficiency) functions. The detailed of Power Management Strategies for hybridised CHP system is reported.

Chapter 4 covers the effects of load-following strategies, system hardware components, and thermal load distribution on the stand-alone CCHP system sizing using Multi-objective GA meeting highly dynamic load profiles (i.e. electric, heating, and cooling) and meteorological conditions (i.e. solar irradiation, wind velocity, and ambient temperature).

Chapter 5 demonstrates the Multi-objective (Cost of Energy, energy efficiency, and exergy efficiency) optimisation of a stand-alone CCHP system. In this chapter, a comparative analysis of Power only, power and heat (CHP), and power, heating, and cooling (CCHP) is carried out. The effects of hardware parameters, multi-objective functions (double vs triple objectives), and scalability of load demands on Cost of Energy, overall energy efficiency, and exergy efficiency are investigated.

Chapter 6 describes the stand-alone power generation systems using HOMER in the context of three different battery storage technologies, scalability of load demand, and sensitivity analysis of input cost parameters.

Chapter 7 presents a general discussion of results presented in each chapter and addresses the research questions for the overall PhD project.

Chapter 8 incorporates the concluding remarks of all chapters and offers suggestions for future research directions.

Chapter references


Chapter 2: Optimisation of Stand-alone Hybrid Energy Systems Supplemented by Combustion-based Prime Movers

This chapter discusses a comparative analysis undertaken between a baseline PV/Batt system, meeting a dynamic load profile, and systems hybridised with supplementary combustion-based prime movers such as Internal Combustion Engines or Micro Gas Turbines of 30-65 kW rating. This study sheds light for the first time on a number of research questions not addressed in earlier studies. The main contributions of the work are namely to: (i) analyse the effects of the start-up threshold and the type of supplementary prime mover on the Cost of Energy (COE, $/kWh), lifetime CO₂ emissions, and (unrecovered) waste heat for a specified reliability (Loss of Power Supply Probability—LPSP); (ii) investigate the effects of including the transient start-up periods of prime movers on systems sizing; and (iii) look into the effects of using two smaller sized (tandem) supplementary prime movers versus a single larger one on the operational characteristics. The research also analyses (iv) the effects of the methods used (e.g. temporal resolution of simulations, Genetic Algorithm (GA) population size) on the COE, lifetime CO₂ emissions, and (unrecovered) waste heat. In this chapter, Research Question 1 (RQ1) is addressed where the effects of hardware components, load characteristics, and optimisation methods on the Cost of Energy and the consequential performance indicators are investigated.

2.1 Introduction

Global energy demand is rising steadily as a consequence of population growth and higher living standards. Around 1.2 billion people (17% of the global population) live without electricity: of those, 22% are in developing countries where a grid connection is not readily available [1]. The continuous depletion of fossil fuel reserves, growing awareness of the environmental impact of power generation solely reliant on combustion [2, 3], and the remoteness of many communities [4-7] are driving the development of more sustainable energy supply options. Photovoltaic (PV), solar thermal power plants, wind energy, as well as generators driven by combustion engines in hybridised power installations can be cost-effective choices in remote areas compared to grid connections [8-10]. However, amongst all the renewable energy systems, PV is the dominant configuration [11-15]. Wind energy may not be technically feasible at low wind speeds [16] and is more intermittent than PV [17], thus requiring the use of intelligent methods in many instances to predict availability [18]. PV systems are common in many stand-alone energy applications due to their lower maintenance requirements ($20/kW/year [19]) and more straightforward applications [13]. However, with solar irradiance also being seasonal and intermittent [20-23], PV systems need supplementation to increase the reliability of meeting electric

---

2 This chapter has been published as a full research paper: Das, B.K., Y.M. Al-Abdeli, and G. Kothapalli, Applied Energy, 2017. 196: p. 18-33.

Whilst efforts were made to retain original content of the article, minor changes such as number formats and font size style were implemented in order to maintain the consistency in the formatting style of the thesis.
loads. Whilst storing surplus generated power in batteries over periods of low (electric) demand remains widespread [24], the environmental impact of such methods also needs to be considered [25, 26]. Even so, energy storage media are routinely used alongside renewables to stabilize power output [27-29]. An alternative approach to solely relying on (long-term) energy storage via batteries in energy systems based on renewables only involves deploying hybridisation featuring other (backup) prime movers [17]. With the exception of distributed energy systems, which can also be supplemented by grid connections [30, 31], the data presented in Table 2.1 clearly shows the lack of work done in integrating waste heat recovery into hybridised stand-alone systems. This has occurred even enough there are numerous hybrid systems in practice [32] and has led to these systems involving combustion processes which suffer from low thermal efficiency. Improving the sustainability of such hybridised systems can be achieved through increasing renewable energy penetration [33] and overall fuel utilisation efficiencies so as to reduce fossil fuel consumption [34]. In combustion-driven (supplemental) prime movers like Internal

<table>
<thead>
<tr>
<th>Prime Movers</th>
<th>Power (kW)</th>
<th>Storage</th>
<th>CHP/CCHP</th>
<th>Modelling Parameters</th>
<th>Methodology</th>
</tr>
</thead>
<tbody>
<tr>
<td>PV+WG+MGT [35]</td>
<td>510</td>
<td>Lead acid</td>
<td>No</td>
<td>ACS</td>
<td>GA</td>
</tr>
<tr>
<td>PV+WG+ICE [36]</td>
<td>240</td>
<td>Lead acid</td>
<td>No</td>
<td>NPC, COE, EE, CO₂ emissions</td>
<td>HOMER</td>
</tr>
<tr>
<td>PV+ICE [37]</td>
<td>160</td>
<td>Lead acid</td>
<td>No</td>
<td>COE, Fuel savings, CO₂ emissions</td>
<td>HOMER</td>
</tr>
<tr>
<td>PV+WG [38]</td>
<td>155.4</td>
<td>Lead acid</td>
<td>No</td>
<td>NPC, COE</td>
<td>HOMER</td>
</tr>
<tr>
<td>PV+MGT [39]</td>
<td>64.6</td>
<td>Lead acid</td>
<td>Yes</td>
<td>COE</td>
<td>Iterative</td>
</tr>
<tr>
<td>PV+MGT/ICE [40]</td>
<td>51.6</td>
<td>Lead acid</td>
<td>Yes</td>
<td>COE, Emissions</td>
<td>GA</td>
</tr>
<tr>
<td>PV+ICE [41]</td>
<td>32.5</td>
<td>Lead acid, Pump storage</td>
<td>No</td>
<td>ACS</td>
<td>PSO</td>
</tr>
<tr>
<td>PV+ICE+WG [42]</td>
<td>7.8-52.71</td>
<td>Lead acid</td>
<td>No</td>
<td>LCOE, ICC, Emissions</td>
<td>MOGA</td>
</tr>
<tr>
<td>PV+WG [43]</td>
<td>18.46</td>
<td>Lead acid</td>
<td>No</td>
<td>LPSP, System cost</td>
<td>GA</td>
</tr>
<tr>
<td>PV+WG [44]</td>
<td>5.12-17.75</td>
<td>Lead acid</td>
<td>No</td>
<td>System cost, Autonomy level, Waste energy rate</td>
<td>MOGA</td>
</tr>
<tr>
<td>PV+ICE [45]</td>
<td>4-17.6</td>
<td>Lead acid</td>
<td>No</td>
<td>System cost</td>
<td>HOGA</td>
</tr>
<tr>
<td>PV+PEMFC [19]</td>
<td>1.5-3.5 kWh</td>
<td>Lead acid</td>
<td>No</td>
<td>NPC, CO₂ emissions</td>
<td>PSO, HOMER</td>
</tr>
<tr>
<td>PV+WG [46]</td>
<td>1.5</td>
<td>Lead acid</td>
<td>No</td>
<td>LPSP, ACS</td>
<td>GA</td>
</tr>
<tr>
<td>PV+WG+PEMFC [20]</td>
<td>--</td>
<td>Lead acid</td>
<td>No</td>
<td>LCE, EE, NPC</td>
<td>MOGA</td>
</tr>
</tbody>
</table>


Combustion Engines (ICEs) or Micro Gas Turbines (MGTs), the recovery of waste heat to meet local heating and cooling loads can achieve higher overall power plant efficiency [47] and fewer environmental pollutants [48, 49]. This results in stand-alone and distributed energy systems based on
Combined Heat and Power (CHP) or Combined Cooling, Heating, and Power (CCHP), commonly known as cogeneration and trigeneration [50].

Table 2.2 presents the typical technical characteristics of different prime movers used in CHP and CCHP applications. In this context, Khatri et al. [47] conducted an experimental investigation on a laboratory scale ICE-based CCHP system. Their results showed that thermal efficiency increases from 33.7% to 86.2% when the engine is operated in CCHP mode, with a similar reduction in CO₂ emissions from 0.308 kg CO₂/kWh (power mode only) to 0.1211 kg CO₂/kWh (CCHP mode). Lin et al. [51] also carried out a similar type of experiment, but for a slightly larger residential size CCHP system featuring an ICE. They reported a significant increase in overall energy efficiency and a reduction in CO₂ emissions. In this regard, the higher temperature range typically associated with exhaust gas outlets for an MGT (200–650 °C) may make them more suited for CHP applications compared to an ICE. However, the major concern for an MGT is its low electrical efficiency (~30%), which reduces significantly at part load or when using fuels with lower heating values. However, from an environmental perspective, an MGT produces 100 times less NOx emissions than a diesel engine [52]. Studies on a 100 kW MGT (with CHP) have found electrical efficiencies up to 29% in the 80-100 kW range, with primary energy savings and overall efficiency of about 23% and 74% (CHP), respectively, with substantially lower pollutants [53]. With this in mind, more research is warranted into the analysis of waste heat and its recovery when sizing hybridised energy systems (Table 2.1). This becomes more relevant when thermal (cooling or heating) loads can be met through waste heat recovery, rather than diverting the same (total) electric load for this purpose in power-only modes of operation. This study analyses the (secondary) waste heat potential incidentally generated in a hybridised stand-alone system meeting an electric load only.

**Table 2.2: Typical characteristics of prime movers used in CHP and CCHP systems**

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Internal Combustion Engine (ICE)</th>
<th>Micro Gas Turbine (MGT)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Capacity (kW) [52]</td>
<td>5-20,000</td>
<td>15-300</td>
</tr>
<tr>
<td>Fuels [52, 54]</td>
<td>Diesel, natural gas, propane</td>
<td>Diesel, natural gas, propane, biogas, kerosene</td>
</tr>
<tr>
<td>Electrical efficiency (%) [52, 54]</td>
<td>27-45</td>
<td>15-30</td>
</tr>
<tr>
<td>Overall efficiency with CHP/CCHP (%) [52, 54]</td>
<td>65-90</td>
<td>60-85</td>
</tr>
<tr>
<td>Part load performance [52]</td>
<td>High</td>
<td>Moderate</td>
</tr>
<tr>
<td>Exhaust gas temperature (° C) [52]</td>
<td>80-540</td>
<td>200-650</td>
</tr>
<tr>
<td>Thermal output (kJ/kWh) [52]</td>
<td>3,376-5,908</td>
<td>3,376-7,174</td>
</tr>
<tr>
<td>Start-up time (transient) [52, 54, 55]</td>
<td>10 s</td>
<td>60 s</td>
</tr>
<tr>
<td>CO₂ emissions (kg/MWh) [52]</td>
<td>650</td>
<td>720</td>
</tr>
<tr>
<td>NOₓ emissions (kg/MWh) [52]</td>
<td>10</td>
<td>0.1</td>
</tr>
<tr>
<td>Life time (year) [52, 56]</td>
<td>10</td>
<td>10</td>
</tr>
</tbody>
</table>
The ability to optimise the Power Management Strategy (PMS), which governs device switching in energy systems, also impacts techno-economic feasibility [57-59]. Whilst there is excellent industry-based simulation software for systems sizing [60], these applications are not self-adaptive [19], nor do they readily account for device start-up transients [20]. These limitations, as well as the ability to integrate the effects of different Power Management Strategies (PMS) in simulations, have led to a number of intelligent techniques being used to size or optimise hybrid energy systems. These methods include Genetic Algorithms (GAs) [20, 42, 46, 61-66], Particle Swarm Optimization (PSO) [41, 67], Simulated Annealing (SA) [68, 69], Tabu Search (TS) [68], Artificial Bee Swarm Optimization (ABSO) [70], Harmony Search (HS) [68], Monte Carlo Simulation [71, 72], and Artificial Neural Networks (ANN) [73]. Most energy system simulations then target optimising a single and multiple objective function(s), including Net Present Cost (NPC, $/lifetime), the Cost of Energy (COE, $/kWh), or reducing environmental impact (kg CO\textsubscript{2} eq/kWh or kg CO\textsubscript{2} eq/lifetime), whilst meeting a specific load reliability [74]. The Loss of Power Supply Probability (LPSP) is widely considered to be a reliability index when sizing PV/wind [46, 75-77] or PV/wind/hydrogen [20] systems when meeting an electrical load only. However, it has not been considered while using an ICE or MGT to supplement electrical power supply or in the context of also meeting a thermal load [39, 41, 78]. In this regard, the effectiveness of GA is considered higher than other types of optimisation tools like PSO for finding the global optimum of an objective function, in addition to being able to handle larger numbers of parameters [79]. Although Dufo-Lopez and Bernal-Agustin [78] used GA and a multi-objective optimisation (levelised cost of energy and life cycle emissions) in a hybrid system (consisting of PV, wind turbines, diesel engines, and battery storage), they did not study the effects of transient start up for supplementary prime movers or waste heat generation, which would obviously show overall system potential in CHP and CCHP applications. In another study, Cristóbal-Monreal and Dufo-López [80] studied both single- and multi-objective optimisation (minimisation of system cost or its weight in PV/Batt/ICE stand-alone systems) using GA and reported the COE at 0.26 €/kWh. However, they only considered monthly averaged solar irradiation and ambient temperature profiles. Ismail et al. [40] also investigated GA optimisation of a PV/MGT system; however, they did not simulate the system using a dynamic load spanning an entire year, but only considered up to one week. This limits consideration of seasonal effects (e.g. temperatures, solar irradiation) which affects both the amount of PV power generated and the operational efficiency of PV modules as well as combustion-based prime movers. With the efficiency of ICEs and MGTs being temperature dependent [54], the use of coarser (larger) time steps may affect their derived analyses. They also did not discuss the effects of various modelling methodologies such as the effects of temporal resolution, the minimum starting threshold of supplementary prime movers, or the effects of single versus tandem ICE/MGT (i.e. using 60 kW versus two 30 kW engines) on the optimised systems. Details of their PMS (switching algorithm) were also not reported.
Some of the aforementioned gaps are overcome by the present paper, which not only compares the optimisation of stand-alone PV/Diesel and PV/MGT systems, but also these two types of system compared to solely renewable systems (PV only). The original contributions of this study include integrating the effects of the transient start-up time for prime movers (i.e. ICE, MGT), considering the waste heat produced as a consequence of systems sized when meeting an electric load, examining the effects of prime mover scalability and their minimum cut-in threshold, as well as the particulars of the GA methodologies used. The study utilises MATLAB R2015b for system modelling and its GA Optimisation Toolbox. The study also integrates typical power (efficiency) profiles for an ICE (30 kW, 60 kW), MGT (30 kW, 65 kW) and meteorological data for solar irradiation, temperature, and wind speed (which both affect PV panel efficiency) as well as dynamic electrical demand profiles to the conceptual stand-alone energy system studied. These outcomes are achieved in the context of using battery storage to cover (only) the start-up threshold of each combustion-based prime mover. Batteries are not used in the present research for long-term (seasonal) energy storage, as reported in other studies into hybridised systems [24, 37, 81] or for systems based on PV alone [82].

2.2 Methodology

A block diagram of a conceptual hybrid energy system is shown in Figure 2.1. PV arrays are used to provide the base load with combustion type supplementary prime movers: Internal Combustion Engine (ICE) or Micro Gas Turbine (MGT). The system is stand-alone with no access to grid power and is subject to dynamically varying renewables and load. In the simulations which follow, this system has been modelled to operate in one of three modes: PV/Batt (mode-I); PV/Batt/ICE and PV/Batt/MGT based on multiple units of supplementary prime movers (mode-II); and PV/Batt/ICE and PV/Batt/MGT using a single (larger) unit of a supplementary prime mover (mode-III). Batteries in mode-I function as

![Block Diagram](image)

**Fig. 2.1:** A conceptual PV energy system supplemented by combustion engines which can operate in three modes (Mode-I: PV/Batt; Mode-II: PV/Batt with 2x30 kW ICE or MGT; Mode-III: PV/Batt with 1x60-65 kW ICE or MGT).
seasonal (long-term) storage and this forms the baseline case for comparison. In hybridised systems operating mode-II and mode-III, batteries supplement PV until the load deficits meet the minimum starting power of the supplementary ICE or MGT ($P_{sup,min}$).

2.2.1 Renewable profile and PV model

The performance characteristics of a commercially available PV module are used (Make: Heckert Solar, Model: HS-PL 135) [83]. Based on a single diode equivalent circuit for PV cells, saturation current is defined by Equation 2.1 [84, 85]:

$$I_{PV}(t) = I_L(t) - I_o \left[ 1 - \frac{v_{PV}(t)R_s(t)}{a(t)} \right]$$

(2.1)

In this context, the light current $I_L(t)$, diode reverse saturation current $I_o$, series resistance $R_s(t)$, shunt resistance $R_{sh}$, and the parameter $a(t)$ (modified ideality factor) are calculated to determine the solar current. These parameters can be obtained using measurements of the I-V characteristics of a module provided by the manufacturer under reference conditions and other known hardware-specific characteristics [83]. The bracketed terms $(t)$ denote time varying quantities included in the simulations over each time interval. Based on the temporal resolution used, the light current, which depends on solar irradiance $G(t)$ and cell temperature $T_{PV}(t)$, is calculated from Equation 2.2, where $G_{ref}$ is the reference solar irradiation (1000 W/m$^2$), $I_{L,ref}$ is the short circuit current at the reference temperature (8.33 A), $\kappa_t$ is the temperature coefficient of short circuit current (0.0005 /ºC), and $T_{ref}$ is the reference temperature (25º C) [83, 86]. As such, variations in meteorological data which occur at time scales finer than the temporal resolution used in the present paper, are not represented.

$$I_L(t) = \left( \frac{G(t)}{G_{ref}} \right) \left( I_{L,ref} + \kappa_t(T_{PV}(t) - T_{ref}) \right)$$

(2.2)

On the other hand, shunt resistance $R_{sh}$, can be calculated by Equation 2.3. Here $V_{mp}$, $I_{mp}$, $V_{oc}$, and $I_{sc}$ are the maximum power point voltage (18 V), maximum power point current (7.48 A), nominal open circuit voltage (22.3 V) and short circuit current (7.95 A), respectively [83].

$$R_{sh} = \frac{V_{mp}}{I_{sc} - I_{mp}} = \frac{V_{oc} - V_{mp}}{I_{mp}}$$

(2.3)

It should also be noted here, that whilst PV has been integrated into energy system studies, many published works do not identify whether PV module performance accommodated meteorological data other than solar irradiance. In the present research, the performance of the PV modules at any time interval is dependent on the cell temperature, which is itself a function of solar irradiation, ambient temperature, and wind speed. The cell temperature is determined by Equation 2.4 [87], where $T_{amb}(t)$ is the ambient temperature (ºC), and $W_s(t)$ is the wind speed (m/s):

$$T_{PV}(t) = 0.943 \times T_{amb}(t) + 0.028 \times G(t) - 1.528 \times W_s(t) + 4.3$$

(2.4)
Figure 2.2 shows the time-resolved meteorological data (solar irradiation, wind speed, ambient temperature) for the remote location in Western Australia that was used in relation to the conceptual system analysed (Broome: at latitude: 17°56’S, and longitude: 122°14’E) [88]. In the simulations, the effects of two temporal resolutions for this data (15 min and 60 min) were also studied. The total annual availability of solar irradiance is 2290 kW/m², with peak of 1.14 kW/m². In this study, the Renewable Penetration (RP) is defined as (useful) PV energy generated by the PV which is directed to meet the load demand. This is applied across modes I-III and excludes PV power generated but dumped due to lack of demand or batteries being fully charged.

![Figure 2.2](image)

**Fig. 2.2:** Time resolved solar irradiation, ambient temperature and wind speed of selected area over the period (01/07/2014 to 30/06/2015).

### 2.2.2 Supplementary prime movers

The first type of supplemental prime movers considered are 30 kW and 60 kW Internal Combustion Engines (ICEs), fuelled by diesel (net heating value: 35.86 MJ/l, density: 0.832 kg/l). The performance of a diesel generator set is determined by its Specific Fuel Consumption (SFC) (l/kWh) or hourly fuel consumption (l/h). The simulations will also consider the effects of varying minimum engine starting threshold. In this regard, Ashari et al. [89] reported a diesel generator having maximum efficiency (3 kWh/l) when running at 80% of its rated capacity, with efficiency becoming low at loads below 30% of its rated capacity. Additionally, El-Hefnawi [90] reported optimised diesel generator sets at 70-89% of the rated capacity. In the present simulations, the effects of the different (minimum) starting thresholds for the ICE are considered (15, 20, 25 and 30% of rated power). Figures 2.3 and 2.4 show
typical (normalised) performance characteristics curves for both a 30 kW and 60 kW ICE [91, 92]. The hourly fuel consumption rate (l/h) for a diesel ICE can also be determined using polynomial fits of engine operating characteristics (Equations 2.5 and 2.6 for ICE 30 kW and ICE 60 kW, respectively).

\[
C_{\text{fuel,ICE}_{30}}(t) = -0.0015 \times P^2_{ICE}(t) + 0.3055 \times P_{ICE}(t) - 0.0138 \tag{2.5}
\]

\[
C_{\text{fuel,ICE}_{60}}(t) = 0.0021 \times P^2_{ICE}(t) + 0.0888 \times P_{ICE}(t) + 3.0351 \tag{2.6}
\]

In this regards, \( P_{ICE}(t) \) refers to power generation from the diesel engine over any time interval. The heat energy produced from an ICE can also be calculated from the basic first law of thermodynamics applied to a steady system as follows:

\[
\dot{W}_{H_{\text{sup}}}(t) = \dot{m}_g(t)C_{pg}(T_2(t) - T_1(t)) \tag{2.7}
\]

where \( \dot{m}_g(t) \) is the exhaust gas flow rate, \( C_{pg} \) is the specific heat of exhaust gas (1 kJ/kg-K) and \( T_1(t) \), \( T_2(t) \) are inlet temperature of air into the ICE and exhaust gas temperature, respectively. The exhaust gas flow rate and temperature can also be determined using the technical data sheets related to the ICE modelled.

The second type of supplemental prime movers considered are comparably sized 30 kW and 65 kW Micro Gas Turbines (MGTs) fuelled by natural gas (net heating value: 34.60 MJ/m³, density: 0.8 kg/m³). Fuel consumption at any time interval depends on the operating power but is strongly affected by ambient temperature. At higher temperatures, power output decreases due to lower air density and decreases in mass flow rate. At the same time, efficiency also decreases as the compressor needs more power to compress the less dense (warmer) air. As such, up to an ambient temperature of 21 °C, the MGT gives its rated power, but at 40 °C its output power decreases to almost 20 % of its rated power. Although the average temperature of the selected area is 25 °C, its maximum temperature reaches around 37 °C (see Figure 2.2). Therefore, in this simulation the effects of ambient temperature on MGT output power have also been included in each time interval based on meteorological data. Normalised performance characteristic curves for the MGTs simulated are shown in Figures 2.3 and 2.4.
The fuel consumption (MJ/h) can be derived using polynomial fits of manufacturer specifications.

\[
C_{fuelMGT_{30}}(t) = 0.0422 \times P_{MGT}^2(t) + 10.352 \times P_{MGT}(t) + 66.26
\]  
(2.8)

\[
C_{fuelMGT_{65}}(t) = -0.0127 \times P_{MGT}^2(t) + 11.457 \times P_{MGT}(t) + 109.85
\]  
(2.9)

Fig. 2.3: Normalised fuel consumption, efficiency, exhaust gas flow and exhaust gas temperature of a typical 30 kW ICE (solid) and MGT (dashed).

Fig. 2.4: Normalised fuel consumption, efficiency, exhaust gas flow and exhaust gas temperature of a typical 60 kW ICE (solid) and 65 kW MGT (dashed).
Taking into consideration the temperature effect, the power output can be calculated by following Equations [93]:

\[
P_{\text{MGT}_{30}}(t) = -0.0046 \times T_{\text{amb}}^2(t) - 0.0006 \times T_{\text{amb}}(t) + 30.427
\]

\[
P_{\text{MGT}_{65}}(t) = -0.0113 \times T_{\text{amb}}^2(t) + 0.1503 \times T_{\text{amb}}(t) + 64.96
\]

where \( T_{\text{amb}}(t) \) (°C) is the ambient temperature. The waste heat from the MGT during power generation can be calculated using Equation 2.7. The exhaust gas flow rate (m\(^3\)/h) and its temperature are determined from the technical data sheet [54, 93].

In the analyses which follow, the Waste Heat to Supply Power (WHSP) is the ratio of waste heat by the supplementary prime mover \((W_{\text{H, sup}}(t))\) relative to the supply power generated \((P_{\text{sup}}(t))\), and can be calculated from Equation 2.12:

\[
\text{WHSP} = \frac{\sum_{t=1}^{T} W_{\text{H, sup}}(t)}{\sum_{t=1}^{T} P_{\text{sup}}(t)}
\]

The Duty Factor (DF) is defined as the energy generation from the supplementary sources per start-stop and can also be formulated mathematically as follows:

\[
\text{DF} = \frac{\sum_{t=1}^{T} E_{\text{sup}}(t)}{\sum_{t=1}^{T} N_{S/S}}
\]

where \( E_{\text{sup}}(t) \) is the energy generation by the supplementary prime movers over the period \( T \) (year in this study resolved into either 15min or 60min intervals) and \( N_{S/S} \) refers to the number of start of combustion engines during that period. The characteristics of both the ICE and MGT modelled (Figures 2.3 and 2.4) are typical of others cited in the literature [54, 93].

### 2.2.3 Battery modelling

In all simulations undertaken, a battery bank is utilised if PV (renewables) do not satisfy the load or if the supplementary prime movers are unavailable. In the latter case, this occurs if all (or part) of the base load to be satisfied exceeds available renewables, but this load also exceeds the (minimum) start-up threshold of supplementary prime movers. The consequence is that in non-hybridised PV (only) systems, batteries are sized for long-term (seasonal) energy storage. Alternatively, in hybridised systems batteries cover only limited storage when the ICE and MGT are used. Battery state of charge at any time step \( t \) is computed based on the state of charge at the previous time interval \( (t-1) \) and the additional charge over the current time step \( t \) and is defined by Equation 2.14 [43, 86]:

\[
B_{\text{SOC}}(t) = B_{\text{SOC}}(t - 1) + \frac{P_B(t) \times \Delta t}{1000 \times C_b}
\]

where \( C_b \) is the nominal capacity of the battery and \( \Delta t \) is the simulation time step (15min and 60min in this study) whilst \( P_B(t) \) is the power flow toward the battery, which can be calculated for a charging process as follows:
\[ P_B(t) = \left( P_{PV}(t) - \frac{P_L(t)}{\eta_{inv}} \right) \times \eta_b \]  

(2.15)

where \( P_{PV}(t) \) is the power generated from PV modules, \( P_L(t) \) is the load demand, \( \eta_{inv} \) is the inverter efficiency and \( \eta_b \) is the battery efficiency. However, during a discharging process Equation 2.15 can be written as:

\[ P_B(t) = \left( \frac{P_L(t)}{\eta_{inv}} - P_{PV}(t) \right) \times \eta_b \]  

(2.16)

Yang et al. [46] reported that the measurement of separate efficiency during the charging and discharging process is difficult and hence, the battery charging efficiency is taken to be equal to the round trip efficiency of the battery and discharging efficiency is set to 1.

At any time step (\( \Delta t \)), the state of charge of the battery bank is subjected to the following constraints:

\[ B_{SOC,min} \leq B_{SOC}(t) \leq B_{SOC,max} \]  

(2.17)

Whilst Equation 2.14 relates to the state of charge during charging, during discharging processes power flows (\( P_B(t) \)) out of the battery, and so the battery state of charge at time \( t \) can be determined by:

\[ B_{SOC}(t) = B_{SOC}(t-1) - \frac{P_B(t) \times \Delta t}{1000 \times C_b} \]  

(2.18)

The battery’s lifetime depends on a number of parameters such as battery’s state of charge, rate of charging/discharging, operating temperature, self-discharge rate, gassing, heating loss and diffusion [46, 94, 95]. For the longevity of the battery bank, the batteries should not be overcharged or over discharged during the process. The maximum charge (\( B_{SOC,max} \)) is set to nominal capacity of the battery bank and the minimum state of charge (\( B_{SOC,min} \)) should not be less than 20% (\( B_{SOC,min} = 0.2 \times B_{SOC,max} \)) for longer battery life [46]. In this paper, the designed lifetime of battery (float life) is 10 years [96]. The battery bank is connected to the PV module through a charge controller. A charge controller is a protective device whose main function is to protect the PV module from reversals of power and to protect the battery bank from overcharged or over discharged states. The DC bus and AC bus are connected by the inverter which converts DC voltage from the PV and battery sources to the AC voltage to supply AC loads. The conversion efficiency of the inverter is considered as 95 % [59]. In the present study, limits on the rate of battery charging [59] or the Peukert Effect [97] have not been considered.

2.2.4 Load profile and reliability index

The simulations consider the electric load profile when deriving the optimum sizing and target a reliability based on the LPSP. The LPSP which is widely adopted [20, 43, 46, 75, 77, 98] is the ratio of all Loss of Power Supply (\( LPS(t) \)) for given period of time \( T \) (kWh missed) to the sum of the load demand \( E_L(t) \) and can be expressed as [77]:
\[ \text{LPSP} = \frac{\sum_{t=1}^{T} LPS(t)}{\sum_{t=1}^{T} E(t)} \]  

(2.19)

In this study, missed electric loads during the transient start-up time of the supplemental prime movers are also considered. In this regard, the present study also analyses the effect of neglecting start-up transients \((\Delta T_s = \emptyset)\), or setting them to \(\Delta T_s = 10\) s [52] for the ICE and \(\Delta T_s = 60\) s [99] for the MGT, both of which are usually ignored while sizing system components. The load losses due to the transient start-ups \((\Delta T_s)\) depend on the load demand and can be calculated by dividing hourly resolved load demand into 10 s for the ICE and 60 s for the MGT and summing up the load demand over the transient time. It is assumed that the (originally) hourly resolved load demand shown in Figure 2.5 and electricity generation from PV and the ICE or MGT remain constant during each time interval (15 min or 60 min) in simulations.

![Figure 2.5: Annual electric load demand applied to the conceptual systems analysed (see Acknowledgements section for source)](image)

To facilitate the modelling the original (anonymous users) load data has been scaled-up in every time interval so that the average annual demand is 8.73 kW with a 75 kW maximum load. The standard deviation in the 15 min and 60 min data is 7.87 kW and 8.02 kW respectively, with standard deviation defined by Equation 2.20, whereby \(\bar{x}\) is the mean of load \(x_i\) and \(N\) is the number of values.

\[ S_{N-1} = \sqrt{\frac{\sum_{i=1}^{N}(x_i - \bar{x})^2}{N-1}} \]  

(2.20)

In this study, an annual demand of 76,487 kWh which corresponds to 209.55 kWh per day with a nominal total of annual unmet load 765 kWh (1 \%) have been chosen. The value of the \(\text{LPSP}_{\text{max}}\) constraint is taken as 0.01±0.005.
2.2.5 Power management strategy

Figure 2.6 depicts the Power Management Strategy (PMS) which controls the switching of various components. The algorithm for the baseline PV system is extended to include the decision tree bound by the blue box when supplementary prime movers (such as an ICE or MGT) are included.

2.2.5.1 Baseline algorithm (PV/Batt)

Power generated from the PV (P_{PV}(t)) routed by a DC/AC inverter (smooth functioning) and compared with the load demand (P_{L}(t)) to determine the switching of devices and energy flows. The frequency of this switching depends on the time interval (t) chosen. In this study, two different time intervals have been tested (\Delta t=15 \text{ min} and \Delta t=60 \text{ min}). For each time interval, the deficit between the renewable power generations is compared to the load demand.

\[ P_{\text{Net}}(t) = P_{PV}(t) - P_{L}(t) \]  

(2.21)

where renewables equal the load (P_{\text{Net}}(t)=0), the load is met in that time interval (Meet P_{L}(t)). However, where this is not the case, load demand must be satisfied through (long-term) battery storage in the baseline PMS which does not feature supplementary prime movers. This can only occur if sufficient storage capacity exists over that time interval (B_{SOC}(t) > B_{SOC,min}), otherwise the load is missed (Unmet P_{L}(t)) and the simulations move to the next time interval (PMS restarts).

If P_{\text{Net}}(t)>0 and batteries are not fully charged (B_{SOC}(t) = B_{SOC,max}), the rest of the power is used to charge the battery until it reaches the maximum state of charge (B_{SOC,max}). Additional available power is then dumped and considered as excess energy in this time interval (EE (t)), particularly if the batteries are at their maximum state of charge (B_{SOC}(t) = B_{SOC,max}).

2.2.5.1 Extended PMS (PV/Batt/ICE, PV/Batt/MGT)

In the baseline algorithm, batteries provide long-term storage as they are the only source to meet P_{L}(t) when renewables P_{PV}(t) are insufficient (P_{\text{Net}}(t)>0). In the case of the extended PMS (the area bounded by the blue box in Figure 2.6), one type of supplementary prime mover (either ICE or MGT) is instead used to meet P_{L}(t) when P_{PV}(t) is insufficient, provided the P_{\text{Net}} exceeds the lower start-up threshold for the ICE or MGT (P_{sup,min} \leq |P_{\text{Net}}(t)|). This condition is stipulated because the specific fuel consumption (l/kWh) at low power in an ICE is markedly inferior to that at higher power operation (Figures 2.3 and 2.4). Additionally, the part load efficiency of an MGT is also considerably lower [54].

Thus, meeting a minimum power delivery requirement (P_{sup,min}) is recommended by manufacturers before start-up is initiated as a function of rated power [56, 78]. When this power requirement is not met relative to the load (P_{sup,min} > |P_{\text{Net}}(t)|), the supplementary prime movers do not start. In the present study, the effects of different P_{sup,min} have also been considered, particularly as these affect not
Fig. 2.6: Power Management Strategy (PMS) for the energy system. The area bound by the blue box is active only in the presence of supplementary prime movers (ICE or MGT).

only the COE to meet a specific load demand, but also the waste heat generated and the total operational time of supplementary prime movers. In the extended PMS, when there is insufficient solar power,
batteries are used to deliver the necessary power up to the minimum starting power of supplementary devices \( (P_{\text{sup}, \text{min}}) \), otherwise the demand is considered as unmet load if \( P_{\text{sup}, \text{min}} > |P_{\text{Net}}(t)| \). At every start-up of the ICE or MGT, the transient start-up time is applied and this contributes to the load loss during that time interval. For every time interval while operating the supplementary device, waste heat generated \( (WH_{\text{sup}}(t)) \) is calculated using Equation 2.7.

### 2.2.6 Optimisation parameters and constraints

The proposed system configuration is optimised by employing a genetic algorithm which dynamically searches for the optimum configuration (mix) of energy system components so as to meet a specific LPSP whilst being operated by the PMS (Figure 6) for each time interval. The objective function in this study is to minimise the annualised COE. During this iterative process, the system’s LPSP is examined to establish whether it meets the targeted load reliability requirements. At the minimum COE, the simulations then derive the annual life cycle GHG emissions (kg CO\(_2\)-eq/yr), waste heat, excess/dumped energy (kWh/yr) and duty factor of supplementary prime movers (kWh/yr/start-stop) by summing up these values over all time intervals (\( \Delta t \)). Determining the optimal system configuration takes roughly 7-72hrs when running on a desktop PC (processor: Intel Core i5-4570 CPU@ 3.20Ghz, 32-bit operating system) based on the system architecture. The decision variables in this optimisation process include the number of PV modules \( N_{\text{PV}} \) and number of lead acid batteries \( N_{\text{bat}} \). These are subject to the following constraints, whereby \( N_{\text{PV, min}}=10 \), \( N_{\text{PV, max}}=500 \), \( N_{\text{bat, min}}=1 \), and \( N_{\text{bat, max}}=50 \):

\[
\begin{align*}
N_{\text{PV, min}} & \leq N_{\text{PV}} \leq N_{\text{PV, max}} \quad (2.22) \\
N_{\text{bat, min}} & \leq N_{\text{bat}} \leq N_{\text{bat, max}} \quad (2.23) \\
B_{\text{SOC, min}} & \leq B_{\text{SOC}}(t) \leq B_{\text{SOC, max}} \quad (2.24) \\
P_{\text{sup, min}} & \leq P_{\text{sup}}(t) \leq P_{\text{sup, max}} \quad (2.25) \\
LPSP & \leq LPSP_{\text{max}} \quad (2.26)
\end{align*}
\]

The lower bound \( N_{\text{bat, min}}=1 \) ensures that the baseline (Mode-I) system based on using PV included some battery capacity in its optimal solution. Whilst choosing the \( N_{\text{bat, max}}=50 \) should not affect the optimal solutions, all of which have far lesser battery numbers, imposing an upper bound does help reduce processing time as it limits the solution space and was determined at an early stage using trial and error. The bounds selected for the PV numbers \( N_{\text{PV, min}}=10 \), \( N_{\text{PV, max}}=500 \) were also subject to such reasoning. The COE (\$/kWh) is an appropriate economic parameter to determine the optimal sizing of energy system configurations and is calculated using Equation 2.27, where ACC is the annualised capital cost obtained via Equations 2.28 and 2.29, \( d \) refers to discount rate (10% in the present study) and \( n \) is the component lifetime [56]. It is also worth noting that the International Energy Agency (IEA) has similarly applied two values for the discount (\( d \)) rate when estimating the cost of power generation projects: 5% and 10% [100].
\[ COE = \frac{ACC + AOM + AFC}{E_S} \quad (2.27) \]

\[ ACC = \sum_i C_{oi} \times CRF_i \quad (2.28) \]

\( CRF_i \) is known as capital recovery factor for the \( i \)th component, can be found from Equation 2.29:

\[ CRF = \frac{d(1+d)^n}{(1+d)^n-1} \quad (2.29) \]

Arun et al. [56] suggest the Annual Operating and Maintenance cost (AOM) can be taken as 2.5 % of capital. The Annual Fuel Cost (AFC) of the ICE or MGT is determined by its fuel consumption in the simulations over the year and \( E_S \) is the total annual useful energy production from the system (excluding excess energy).

The environmental impact of the energy system can be assessed by calculating the CO₂ equivalent emissions for system components per the energy converted in each component (kg CO₂-eq/kWh). The equivalent CO₂ LCE (kg CO₂-eq/kWh) includes equivalent CO₂ emissions from the energy used to manufacture, transport, and recycle the system components as well as the combustion of fuel in each ICE or MGT. Table 2.3 presents the values used in this simulation for each of these parameters.

**Table 2.3:** Stand-alone hybridised energy system components cost, lifetime and emissions aspects.

<table>
<thead>
<tr>
<th>Components Type</th>
<th>Description</th>
<th>Capital Cost ($)</th>
<th>Replacement Cost ($)</th>
<th>O&amp;M Cost ($/yr)</th>
<th>Life time (yr)</th>
<th>LCE (kg CO₂-eq/kWh)</th>
</tr>
</thead>
<tbody>
<tr>
<td>PV module [20]</td>
<td>HS-PL135 (135 W)</td>
<td>310</td>
<td>310</td>
<td>0</td>
<td>25</td>
<td>0.045 [101]</td>
</tr>
<tr>
<td>ICE [102]</td>
<td>30 kW</td>
<td>10,500</td>
<td>10,500</td>
<td>260</td>
<td>10</td>
<td>0.880 [101]</td>
</tr>
<tr>
<td></td>
<td>60 kW</td>
<td>12,175</td>
<td>12,700</td>
<td>320</td>
<td>10</td>
<td>1.16 [103]</td>
</tr>
<tr>
<td>MGT [54]</td>
<td>30 kW</td>
<td>61,800</td>
<td>61,800</td>
<td>1,540</td>
<td>10</td>
<td>1.16 [103]</td>
</tr>
<tr>
<td></td>
<td>65 kW</td>
<td>129,300</td>
<td>129,300</td>
<td>3,230</td>
<td>10</td>
<td>1.6 [103]</td>
</tr>
<tr>
<td>Battery [96]</td>
<td>12 V, 200 Ah</td>
<td>419</td>
<td>419</td>
<td>11</td>
<td>10</td>
<td>0.028 [101]</td>
</tr>
<tr>
<td>Inverter [20]</td>
<td>1 kW</td>
<td>800</td>
<td>750</td>
<td>20</td>
<td>15</td>
<td>0 [101]</td>
</tr>
<tr>
<td>Charge controller [5]</td>
<td>1 kW</td>
<td>450</td>
<td>450</td>
<td>11</td>
<td>15</td>
<td></td>
</tr>
<tr>
<td>Discount rate</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>10%</td>
</tr>
<tr>
<td>Fuel cost</td>
<td>Diesel fuel</td>
<td>$0.91/L</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Natural gas</td>
<td>$3.30/GJ</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

The total life cycle emissions are calculated as the sum of the emissions by the system components over their lifetime and can be expressed by Equation 2.30 [20], where, \( \beta_i \) (kg CO₂-eq/kWh) is the lifetime equivalent CO₂ emissions of each hardware component (i) and \( E_L \) (kWh) is the amount of energy converted (or stored in batteries). The operational CO₂ emissions attributed to fuel usage for power generated from the ICE and the MGT are considered as 650 kg/MWh and 720 kg/MWh respectively based on the literature [52]. This method is also adopted elsewhere [40].

\[ LCE = \sum_{i=1}^{N} \beta_i E_L \quad (2.30) \]
To implement the simulations, a MATLAB code representing the calculation of LPSP for the proposed hybrid system is written as an M-file. The fitness function (using the PMS and COE Equations 2.27-2.29) which calculates the values of objective function is written in another M-file. The constraints related to the bounds (number of components given in Equations 2.22 and 2.23, upper bound on LPSP in Equation 2.26) are entered directly into the optimisation toolbox. Other constraints (Equations 2.24-2.26) are formulated into the PMS. In the process of optimisation, it has been found that the GA population size has a significant effect on the time to solution convergence but only negligible on the accuracy variation (COE only changes by <0.5% for a population size varying from 10 to 50). In this study, a GA population size of 10 (for two decision variables, \(N_{PV}\) and \(N_{bat}\)) is sufficient to find the desired solutions. To solve the single objective function, the GA optimisation toolbox uses the following settings: 10 individuals for population size, constraint dependent mutation, elite count 2, crossover fraction 0.8 with scattered crossover function, and 100 generations.

2.3 Results and discussion

In this paper, mode-I, -II, and –III configurations have been analysed when meeting the dynamic load at a specified LPSP (0.01±0.005). Table 2.4 shows various scenarios of optimised (single objective) hybrid energy systems in mode-II and –III configurations when compared to the baseline mode-I (PV/Batt) system. For the baseline scenario, PV along with battery storage is used to supply the necessary load demand. Systems sizing is based on the single objective COE ($/kWh), with the consequential system characteristics such as LCE (kg CO\(_2\)-eq/yr), renewable penetration (%), excess energy (kWh/yr), and duty factor (kWh/yr/start-stop) also reported.

2.3.1 Type of supplementary prime mover

2.3.1.1 Mode-I (PV/Batt)

The COE for the PV/Batt is 0.35 $/kWh. Renewable penetration in this case is 115 % of total energy demand, in which after meeting load, the surplus is diverted to battery storage. Though there are no operational emissions for the PV/Batt system, this mode has an LCE footprint of 7,117 kg CO\(_2\)-eq/yr through emissions from component production, transportation and decommissioning (cradle to grave). Furthermore, for this system to meet the annual reliability (LPSP), the excess energy generated is almost 10 % (7,547 kWh/yr) of total demand. This is attributed to the relatively excessive size of PV (387 panels) coupled with a large energy (seasonal) storage required to meet the specified LPSP (when irradiance is intermittent) over the year.
2.3.1.2 Mode-II (ICE, MGT 2x30kW)

In a hybridised system with multiple (alike) supplementary prime movers always operating in tandem, the PV/Batt/ICE system yields a COE at 0.34 $/kWh which is slightly lower than the PV/Batt system at 0.35 $/kWh COE. However, the PV/Batt/MGT is more costly at 0.50 $/kWh in contrast to the comparable power of an ICE based hybrid system. This is due to the higher capital and operational costs of MGT units (Table 2.3) and lower electrical efficiency (Table 2.2). On the other hand, the life cycle GHG emissions (LCE) for the PV/Batt/ICE are much greater (33,839 kg CO$_2$-eq/yr) than the PV/Batt system (7,117 kg CO$_2$-eq/yr), but lower than the PV/Batt/MGT system (41,160 kg CO$_2$-eq/yr). Although the energy generation from the MGT (32,259 kWh/yr) is slightly lower than the ICE (34,178 kWh/yr) because of larger battery storage and lesser excess energy, both systems are likely to meet the same demand with the specified LPSP. As the LCE factors ($\beta_i$) for the MGT (1.16 kg CO$_2$-eq/kWh) are much higher than the ICE (0.88 kg CO$_2$-eq/kWh), the former system produces greater LCE. Furthermore, this difference in LCE occurs whilst the renewable energy penetration for the PV/Batt/ICE is 65 %, which is comparable to the PV/Batt/MGT system (69 %).

**Table 2.4:** Summary results of hybrid systems for LPSP, 0.01±0.005 (temporal resolution of load profile, $t=60$min).

<table>
<thead>
<tr>
<th>System Characteristics</th>
<th>Mode-I PV/Batt</th>
<th>Mode-II PV/Batt/ICE (ICE=2x30 kW)</th>
<th>Mode-II PV/Batt/MGT (MGT=2x30 kW)</th>
<th>Mode-III PV/Batt/ICE (60 kW)</th>
<th>Mode-III PV/Batt/MGT (65 kW)</th>
</tr>
</thead>
<tbody>
<tr>
<td>COE ($/kWh)</td>
<td>0.35</td>
<td>0.34</td>
<td>0.50</td>
<td>0.34</td>
<td>0.56</td>
</tr>
<tr>
<td>Number of solar panels, $N_{pv}$</td>
<td>387</td>
<td>227</td>
<td>222</td>
<td>296</td>
<td>298</td>
</tr>
<tr>
<td>Number of lead acid batteries, $N_{batt}$</td>
<td>44</td>
<td>4</td>
<td>6</td>
<td>18</td>
<td>17</td>
</tr>
<tr>
<td>PV energy generated (kWh/yr)</td>
<td>95,097</td>
<td>55,781</td>
<td>54,552</td>
<td>72,736</td>
<td>73,227</td>
</tr>
<tr>
<td>Renewable penetration (%)</td>
<td>115</td>
<td>65</td>
<td>69</td>
<td>92</td>
<td>93</td>
</tr>
<tr>
<td>ICE or MGT energy (kWh/yr)</td>
<td>-</td>
<td>34,178</td>
<td>32,259</td>
<td>18,493</td>
<td>17,346</td>
</tr>
<tr>
<td>Excess energy (kWh/yr)</td>
<td>7,547</td>
<td>6,288</td>
<td>1,916</td>
<td>2,410</td>
<td>2,309</td>
</tr>
<tr>
<td>Excess energy /total energy (%)</td>
<td>10</td>
<td>8</td>
<td>3</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>Unmet energy (kWh/yr)</td>
<td>726</td>
<td>721</td>
<td>725</td>
<td>758</td>
<td>733</td>
</tr>
<tr>
<td>LPSP$_{comp}$ (%)</td>
<td>0.95</td>
<td>0.94</td>
<td>0.95</td>
<td>0.99</td>
<td>0.96</td>
</tr>
<tr>
<td>ICE or MGT running time (h)</td>
<td>-</td>
<td>1,794</td>
<td>1,601</td>
<td>606</td>
<td>505</td>
</tr>
<tr>
<td>ICE or MGT start-stop</td>
<td>-</td>
<td>732</td>
<td>685</td>
<td>306</td>
<td>278</td>
</tr>
<tr>
<td>Duty factor (kWh/yr/start-stop)</td>
<td>-</td>
<td>47</td>
<td>47</td>
<td>60</td>
<td>62</td>
</tr>
<tr>
<td>Waste heat (kWh/yr)</td>
<td>-</td>
<td>43,961</td>
<td>101,820</td>
<td>25,020</td>
<td>48,999</td>
</tr>
<tr>
<td>Waste heat/ energy demand (%)</td>
<td>-</td>
<td>57</td>
<td>133</td>
<td>33</td>
<td>65</td>
</tr>
<tr>
<td>Waste heat/ supply power (%)</td>
<td>-</td>
<td>129</td>
<td>316</td>
<td>135</td>
<td>282</td>
</tr>
<tr>
<td>Diesel/Natural gas consumption (MJ/yr)</td>
<td>-</td>
<td>354,666</td>
<td>476,500</td>
<td>188,916</td>
<td>246,030</td>
</tr>
<tr>
<td>Operational (fuel) emissions (CO$_2$ kg/yr)</td>
<td>-</td>
<td>22,216</td>
<td>23,226</td>
<td>12,020</td>
<td>12,489</td>
</tr>
<tr>
<td>LCE (kg CO$_2$-eq/yr)</td>
<td>7,117</td>
<td>33,839</td>
<td>41,160</td>
<td>21,540</td>
<td>25,451</td>
</tr>
</tbody>
</table>


In the case of the system without supplementary prime movers, the renewable energy penetration is however much higher for the PV/Batt system (115 %) and the difference is attributed to higher excess energy (10 % of total demand) when normalised by the running time. Among the three systems, a PV/Batt/MGT system generates less excess energy (2.5 % of total demand) because of relatively fewer number of PV panels compared to the PV/Batt (excess is 10 % of total demand) and the PV/Batt/ICE (excess is 8 % of total demand). The results also show that if the transient start-up time ($\Delta T_s$) for supplementary prime movers is considered non-zero in the PMS (Figure 2.6), the missed load during this period is aggregated to 35 kWh for the ICE and 210 kWh for the MGT over the year. This has an insignificant effect on the system sizing and the COE when meeting an overall load of 76,487 kWh/yr. The duty factor, which represents the overall energy provided (kWh) per total starts of the supplementary device, is similar (47 %) for both the MGT and the ICE when meeting a comparable LPSP.

In some other energy systems, the waste heat generation from supplementary devices could be an important feature in the supply a heating load. Although the COE for the MGT based hybrid system is much higher than the hybrid ICE system, the MGT produces 316 % waste heat to the electric power supplied by it. This figure is considerably lower for the ICE (129 % waste heat to supplied electric power) and could possibly make the MGT system a more favourable supplementary device for cogeneration applications. Further research into this is warranted.

2.3.1.3 Mode-III (ICE, MGT 1x60–65 kW)

Whilst the earlier characteristics in mode-II were reported for two relatively smaller supplementary prime movers (2x30 kW) operating in tandem, the ensuing analysis considers the effects of using much larger capacity (single) supplementary prime movers in the form of a 60 kW ICE or 65 kW MGT. Results show that the COE is similar (0.34 $/kWh) for the PV/Batt/ICE with the 2x30 kW alternative (mode-II) when compared to the 1x60 kW (mode-III). Although there is a 73 % difference in the capital costs of two ICEs at 30 kW each when compared to a single ICE at 60 kW (Table 2.3), the larger number of PV panels and battery storage devices in mode-III (Table 2.4) make the COE comparable for both modes. This variation in $N_{pv}$ and $N_{batt}$ arises because a larger capacity ICE (or MGT) also means its start-up power ($P_{sup,min}$) is greater which implies that more PV panels and batteries are required to meet the LPSP (Table 2.4) if the minimum start-up power is not reached in some intervals over the year. On the other hand, the COE for the two 30 kW MGT based hybrid system is appreciably lower (0.50 $/kWh) than the single 65 kW MGT (0.56 $/kWh). Again, this is due to the fact that whilst the capital costs for two 30 kW MGT units is almost similar to that of single 65 kW MGT (Table 2.3), a larger number of PV panels and batteries make the COE higher for mode-III compared to mode-II. The LCE for the hybrid system with single (larger) unit produces 36–38 % less than the two unit scenarios whether based on ICE or MGT. The underlying reason for this is the greater minimum start-up threshold
(for larger capacity ICE’s and MGT’s in mode-III) which then causes fewer running hours for the prime movers, higher renewable penetration, and leads to lower fuel consumption and reduced CO₂ emissions (Table 2.4). In relation to operational CO₂ emissions, a single (larger) unit ICE and MGT systems (mode-III) produce 54% less compared to two (smaller) unit ICE and MGT’s (mode-II). This is because the smaller capacity prime movers have lower minimum starting thresholds, and so operate more of the time and this leads to higher running hours (more fuel consumption). The end result is also much lower LCE in mode-II as compared to mode-III. Renewable penetration for the PV/Batt/ICE (1x60 kW) and the PV/Batt/MGT (1x65 kW) are 92% and 93% of total energy supply, respectively, in contrast to 65% and 69% of total energy, respectively, for the PV/Batt/ICE (2x30 kW) and the PV/Batt/MGT (2x30 kW). This is because of the higher minimum starting threshold of larger capacity engines, which forces the PMS with greater PV penetration in the systems as compared to lower rating supplementary units. The PV/Batt/ICE (1x60 kW) produces less excess energy (3% of the total energy at 2,410 kWh/yr) as compared to the PV/Batt/ICE (2x30 kW) (8% of the total energy at 6,288 kWh/yr), whereas the PV/Batt/MGT (1x65 kW) and the PV/Batt/MGT (2x30 kW) produces almost the same amount of excess energy (3% of total energy). Nevertheless, the waste heat generation in relation to the total demand, the 60 kW ICE generates 33% compared to 57% for the ICE (2x30 kW), whereas, the 65 kW MGT produces 65% compared to 133% for the MGT (2x30 kW). Additionally, waste heat generation (relative to supplied power) by the supplementary prime movers for both cases is comparable (ICE: 135% and 129% for single unit and two units respectively; MGT: 282% for a single unit and 316% for two units). This implies that in relation to waste heat generation (relative to total energy demand), two (smaller) units produce almost twice the waste heat produced by single (larger) capacity prime mover. The effects of system sizing and configuration (mode) on waste heat generation have significant impacts on decision making when it comes to stand-alone CHP and CCHP applications and this warrants further research.

As far as duty factor is concerned, PV/Batt/ICE (1x60 kW) has over 60 kWh/yr/start-stop, while the PV/Batt/ICE (2x30 kW) has 47 kWh/yr/start-stop. A similar trend is observed in relation to the use of a single larger MGT or two smaller ones. A higher duty factor leads to less power loss due to transient start-up and also affects operational emissions adversely due to cold starting of supplementary prime movers [104].

From the above discussion, it is evident that both mode-II and mode-III hybrid PV/Batt/ICE systems offer the least COE (0.34 $/kWh) among all scenarios, closely followed by the baseline PV/Batt (0.35 $/kWh) only. As mentioned earlier, because of the peak load requirements over the year to meet specified LPSP, hybridised systems (mode-III) require a larger number of PV panels and greater capacity of the ICE or MGT which contributes to a higher COE. Hossain et al. [105] optimised a PV/Batt/ICE system using HOMER where the COE was at 0.31 $/kWh. In another study, Salehin et al.
used both HOMER and RETScreen and reported a COE of 0.35 $/kWh for PV/Batt/ICE systems. As such, the COE derived in the present study is comparable to those from other studies, albeit this paper has examined the effects of several factors on the COE. Additionally, neither of the systems in [105] and [106] considered dynamic electric load profiles or hourly resolved meteorological data for their sizing which could affect the outcomes and load meeting reliability. The annual operational time (h) for two (smaller) units (2x30 kW) is almost three times greater than the single (larger) unit (60–65 kW). The higher number of operational hours also contributed to higher energy generation, waste heat generation, LCE, and fuel consumption and also to lower duty factor.

2.3.2 Start-up thresholds

With the above results in mind, more analysis is now undertaken into the effects of different start-up thresholds (P_{\text{sup, min}}) for the 60 kW ICE and 65 kW MGT based systems. Figure 2.7 represents the effects of different starting thresholds on the COE, operational CO\(_2\) emissions, LCE, and waste heat to supply power. The starting thresholds considered are at 15, 20, 25, and 30 % of rated power. Results indicate that varying the P_{\text{sup, min}} to these thresholds causes the COE to change by only 4 % for the 60 kW ICE and 7 % for the 65 kW MGT. So, this parameter is unlikely to affect system selection when single objective optimisation is used. However, if multiple objective optimisations are done and CO\(_2\) (operational emissions) are considered or LCE, the effects of P_{\text{sup, min}} should be analysed. A more notable effect of minimum starting thresholds for supplementary (combustion based) prime movers appears in relation to the waste heat generated (relative to supplied power) in systems involving waste heat recovery (for cogeneration or trigeneration). The data indicates that whilst the choice of P_{\text{sup, min}} should also be considered with MGTs, its effects on systems involving ICEs is less appreciable. This is because MGT systems have lower power to useful heat output ratios (typically 0.46 to 0.73 for MGT as compared to 0.51 to 1.19 for ICE) and this implies comparatively more heat generation [107].
2.3.3 Temporal resolution

The earlier results were obtained for 60min resolution data. System sizing and operational characteristics are further analysed in this section for the effects of either using 15min or 60min temporal resolution of the dynamic load profiles, solar irradiation, ambient temperature, and wind speed (for the same LPSP). Figure 2.8 shows the variation of the COE in the 15min data is only 2–5 % as compared to the 60min resolved profiles. Reducing the temporal resolution even further (from 15min to 5min) shows the COE is only affected by <1 %. Resolutions below 5min are not used as they are of the same order as the transient start-up of some of the prime movers modelled (MGT). As such, in simulations based on a single objective (COE) optimisation minimal effects occur when using 15 min vs 60 min temporal resolution.
Fig. 2.8: Comparisons between COE, CO$_2$ emissions, LCE, and Waste Heat to Supply Power (a, b, c and d respectively) for 60 min (solid) and 15 min (dashed) resolution of different scenarios.

The waste heat (in relation to supply power) for supplementary prime movers is also comparable for both data profiles. The running time of supplementary prime movers based on 15min resolution is 4 %–20 % lower as compared to the 60min resolved profiles that also affect waste heat generation. However, more appreciable effects on the generation of CO$_2$ and the LCE appear with the different temporal resolution. This is because of the higher renewable energy penetration for the 60min temporal resolution that leads to greater excess energy. The most significant outcomes found in relation to duty factors where this case, duty factors decreases more than 178 % to 247 % in contrast to 60min resolved data profiles. This is due to the higher number of start-stops and a smaller contribution from supplementary power sources.

2.3.4 Sensitivity analysis

The final part of this research is a sensitivity analysis of the effects which arise from the variation of input parameters on the optimal results achieved in the optimal solutions across the four hybrid systems listed in Table 4. In this regard, the effects of interest rate, fuel price, and cost of PV panels, overall
capital, and ICE or MGT unit capital costs are analysed. The data presented in Figure 2.9 shows the effects of varying the above parameters on the COE in an ICE (1x60 kW, COE=0.34 $/kWh) and MGT (2x30 kW, COE=0.50 $/kWh) system. From this analysis, it is evident that changes in fuel price have insignificant effects on the COE. However, a 40 % decrease in PV capital costs would cut the COE by 18 % for the PV/Batt/ICE (1x60 kW), by 20 % for the PV/Batt system, and by 6 % for the PV/Batt/MGT (2x30 kW).

This difference is due to the lesser number of PV panels for two (smaller) capacity prime movers. The variation of the ICE capital costs also has an insignificant effect on the COE, whereas a 40 % reduction in the MGT capital costs would reduce the COE by 24 %. The result indicates that the variation in overall capital costs may have considerable effects on the COE for the both ICE and MGT based hybrid systems but this depends on the type of system and hardware components considered. In PV/Batt/MGT (2x30 kW), a 40 % decrease in capital cost reduces the COE almost 38 % compared to the base case.

Additionally, a further 40 % drop in interest rate would decline the COE 16 ~20 % from the base case, whereas a 40 % rise would increase the COE by 12 %. Bortolini et al. [81] optimised a hybrid PV/Batt/ICE system both economically and environmentally and found the COE to be 0.26 $/kWh. In another study, Ismail et al. [108] optimised PV/Batt/ICE using GA for a typical Malaysian household and reported a Cost of Energy of 0.24 $/kWh based on an interest rate of 8 % and a diesel price of 0.60 $/l. This is comparable to the Cost of Energy (0.28 $/kWh) derived in the present study under similar conditions. From the above discussion, it can be said that the changes of interest rate and overall capital costs of components have noticeable effect on the COE for both scenarios while the other parameters (fuel cost, PV costs, and capital costs of ICE) have a less significant effect.

Fig.2.9: Sensitivity analysis of (a) PV/Batt/ICE (1x60kW) and (b) PV/Batt/MGT (2x30kW).
2.4 Conclusions

This paper has analysed the impact of different types of prime movers when used to hybridise PV/Batt systems (PV/Batt/MGT and PV/Batt/ICE). It presents an insight into the effects of simulation methodology and different hardware parameters on the optimisation of hybridised energy systems. Whilst the outcomes are based on a set of assumptions and methods and are not meant to identify the general merits or drawbacks of specific models of prime movers (or energy system hardware), the outcomes of this study are summarised as follows:

- The Cost of Energy in a (combustion-based) hybridised PV/Batt/ICE system (featuring either a single or tandem configuration of ICE’s) can be comparable to a (purely renewable-based) PV/Batt system. However, in a PV/Batt system an excessive number of PV arrays maybe needed (to reliably cover the load) which then leads the generation of more excess power (and the dumping of more excess power) over periods of low demand. Combustion-based hybridised systems however also produce significant amounts of waste heat as well as CO₂ (operational) and life cycle emissions, even though the Cost of Energy may be similar to PV/Batt systems. As such, single objective optimisations (which feature only Cost of Energy) may not be effective in identifying the best/optimal choice. This is likely to be exacerbated if a thermal load (through cogeneration or trigeneration) also needs to be met, which then impacts overall efficiency and not just Cost of Energy.

- The use of single versus tandem (multiple) combustion-based prime movers appears not to significantly affect the Cost of Energy in PV/Batt/ICE hybridised systems. The same is true for PV/Batt/MGT systems. However, the use of single versus tandem supplementary prime movers does significantly affect the emissions (CO₂, life cycle emissions) and waste heat generated. As such, the type of configuration used (single vs tandem) needs more attention in research using multi-objective optimisations that considers performance measures other than just Cost of Energy.

- The Waste Heat to Supply Power in PV/Batt/MGT systems is 2.5 to 3 times higher than PV/Batt/ICE. However, this is also dependent on the start-up threshold (P_{sup,min}) of the Micro Gas Turbine. These factors are likely to become more significant in cogeneration applications. The analyses however reveal that transient start-up time and minimum start-up power of the supplementary prime movers have a negligible effect on the Cost of Energy in single objective optimisations.

- Sensitivity analysis shows that the Cost of Energy is less sensitive to variations of fuel price, while the effects of capital cost dominate the variation in Cost of Energy. However, variations in capital cost depend on the type of energy system component.
The present paper has successfully identified the effects of both hardware and simulation parameters in the (single objective function) optimisation of the Cost of Energy in hybridised stand-alone energy systems meeting a single dynamic (electric) load profile. However, further research is warranted bearing in mind the relatively large waste heat incidentally generated as applicable in Combined Heating and Power and Combined Cooling, Heating, and Power stand-alone systems. The lifetime of batteries and other energy system components is also affected by the number of charging/discharging (start-up) cycles.
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Chapter 3: Optimisation of Stand-alone Hybrid CHP Systems Meeting Electric and Heating Loads

This chapter investigates the role of both electric and heating loads on the optimisation of hybridised stand-alone Combined Heating and Power (CHP) systems. Research Question (RQ) 2 is addressed by this chapter. In this chapter load following strategy in these systems (electric only FEL, versus electric and thermal FEL/FTL) and the relative magnitude of the heating load are analysed on system cost and performance. The conceptual CHP systems modelled also consider waste system derived from either multiple Internal Combustion Engines (ICEs) or Micro Gas Turbines (MGTs). The research uses MATLAB-based Genetic Algorithm (GA) optimisation throughout and features detailed hardware characteristics as well as temporally fluctuating meteorological (solar irradiance, temperature) and load (electric, heating) data. The outcomes are also tested in relation to CHP systems sized whilst optimising either single (Cost of Energy-COE, $/kWh) or multiple functions (COE and overall system efficiency, $\eta_{\text{CHP}}$).

3.1 Introduction

Energy usage is a key indicator of national development with the major sources being conventional fossil fuels such as coal, petroleum oil, and natural gas. However, limited reserves of fossil fuels and the environmental emissions from burning them have forced policy makers to deploy more alternative energy sources. Unlike conventional sources, renewables produce negligible operational GHG emissions and can theoretically be generated worldwide. Even though the application of renewable energy in electricity generation has increased significantly [1-3], due to its seasonal and temporal variations neither PV nor wind can reliably satisfy the load demand [4, 5]. Therefore, many stand-alone systems integrate combustion based prime movers such as Internal Combustion Engines (ICEs) or Micro Gas Turbines (MGTs) alongside renewables. These hybridised energy systems also include energy storage media (batteries, hydrogen, capacitors) since renewable energy resources are inherently intermittent [6-13]. Thus, much reliance remains on conventional fossil fuel based power generation units. However, in relation to stand-alone hybrid systems, very few research studies are available in literature which examine their optimisation when waste heat recovery exists in the context of cogeneration or trigeneration [14-18].

A combustion powered stand-alone (completely off-grid) or distributed (occasional access to grid) cogeneration system, commonly known as Combined Heat and Power (CHP), involves the

---

3 This chapter has been published as a full research paper. Das, B.K., Y.M. Al-Abdeli, Energy Conversion and Management, 2017. 153: p. 391-408. Whilst efforts were made to retain original content of the article, minor changes such as number formats and font size style were implemented in order to maintain consistency in the formatting style of the thesis.
simultaneous production of heat and power from a single fuel source to meet an electric and heating load. In contrast, trigeneration additionally meets a cooling load along with the CHP application for a similar fuel usage. These systems which are commonly termed Combined Cooling, Heating, and Power (CCHP) provide improved power quality and reliability, save energy, reduce net emissions [19-24]. However, the vast majority of these systems do not integrate renewables [25-28]. As such, a conventional power plant transforms around 35–55% of the fuel’s energy into electric power and the rest is released to the environment as waste heat. By introducing CHP, efficiency can exceed 90% [29, 30] with 20–30% lesser fuel consumption. Additionally, approximately 50% fuel savings can be achieved for CCHP applications [31]. CHP systems can be operated on a topping cycle (electric energy first and recovered waste heat can then be used for thermal applications), bottoming cycle (thermal load is satisfied first and electric energy is then generated from surplus thermal energy), and combined cycle (produce additional electricity using recovered waste heat to run a steam turbine) [32]. Several different types of prime movers can be used in stand-alone CHP applications including ICEs, MGTs, and high temperature Fuel Cells (FCs). Incorporating a waste heat recovery system with these prime movers to meet local heating and cooling loads, can help achieve higher overall efficiency [33], with fewer environmental pollutants [34, 35]. Caresana et al. [36] studied a 100 kW MGT system and found electrical efficiencies up to 29% when operating in power only made in the 80-100 kW range, but these could increase to an overall efficiency of about 74% when operating in CHP with substantially lower pollutants. Onovwiona et al. [37] used parametric modelling in a techno-economic analysis of an ICE based residential cogeneration system. Their investigation with three different ICE capacities (2 kW, 3.5 kW, and 6 kW), simulated these systems in 15min time steps and revealed that electrical efficiency of 23.3% can be raised to almost 80% overall efficiency using CHP technology. However, any deficit in meeting electric and thermal demand had to be satisfied by resorting to the utility grid and an auxiliary burner. As such, their system was not stand-alone as with the current study.

Identifying the optimum sizing of stand-alone hybrid systems is a major challenge as several parameters must be concurrently considered, such as the choice of renewables, hardware/device characteristics, variations in load profiles, and the modelling methods used as well as their constraints and parameters. Because of the complexity and nonlinearity involved in optimal sizing, artificial intelligence has been applied instead of conventional analytical methods [38]. Specifically, Genetic Algorithms (GAs) [39-44], Particle Swarm Optimization (PSO) [45-48], Artificial Neural Networks (ANN) [49], and Fuzzy Logic [46, 50], have been extensively used for CHP and CCHP system optimisation. The Power Management Strategy (PMS) is another important parameter that can affect the optimal sizing. The most commonly used PMS’s are: Following Electric Load (FEL), and Following Thermal Load (FTL) [51]. In the former, prime movers are operated to satisfy all electricity demand, with the waste heat meeting part or all of the thermal demand and the rest being met by an auxiliary boiler. In the latter, the system is operated to meet all the thermal demand but the electrical power produced by the generating
unit can satisfy part (or all) of the electrical load, deficits likely to be imported from the grid [52]. Integration of PV with CHP systems potentially reduces emissions and increase reliability [53-55]. In this context, Brandoni et al. [54] evaluated a residential hybrid (PV) micro-CHP system but used non-adaptive linear programming. However, unlike the present paper which considers a stand-alone system, their system was dependant on grid electricity for additional power requirement as well as using additional hardware such as a boiler and vapour compression chiller to meet additional heating and cooling not satisfied by the CHP. Their detailed PMS, a consideration which can strongly impact the outcomes of any system optimisation was not reported. Ebrahimi et al. [50] alternatively used a multi-criteria sizing function to optimise the size of prime movers for a another residential micro-CCHP system and investigated thermodynamical parameters (fuel energy saving ratio, exergetic efficiency), economic criteria (net present value, internal rate of return, and payback period), and environmental parameters (CO$_2$, CO and NO$_x$ reduction). They did not consider a dynamic load profile. In another study, Abdollahi et al. [40] performed multi-objective Genetic Algorithm (GA) optimisation for a residential CCHP system with exergetic efficiency, total levelized cost rate, and environmental cost rate as objective functions. The study considered a Micro Gas Turbine, Heat Recovery Steam Generator (HRSG), and an absorption chiller to meet cooling, heating, and electrical power. Their system was not stand-alone as it had an additional electric boiler and auxiliary chiller, both powered by a grid connection, for meeting peak demands. Moreover, their study only used a (coarse) monthly averaged load profile which also affects the operational characteristics and system efficiencies. Ahmadi et al. [42] reported a multi-objective optimisation of exergy efficiency, total cost, and CO$_2$ emission when modelling a 50 MW gas turbine supplying electric power and thermal energy in a CHP system in a paper mill. From the above it is evident that optimisation of stand-alone hybrid CHP systems based on ICE or MGT has not been received attention in the recent literature.

The main objectives of this paper are to (i) analyse the effects of various parameters on the optimal sizing of stand-alone hybridized CHP energy system meeting reliability constraints (both electric and thermal loads); (ii) highlight the impact of FEL or FEL/FTL Power Management Strategies on system sizing and operation; and (iii) compare between systems sized using single– vs multi–objective GA optimisation (minimising cost and maximising efficiency). To achieve this, the present study extends work done on CHP energy systems through simultaneously considering four aspects. Firstly, the system studied does not include auxiliary boilers to meet heating demand but solely relies on renewables and multiple units of supplementary prime movers (either ICE or MGT) to satisfy both $P_{\text{elec}}(t)$ (electric) and $P_{\text{ther}}(t)$ (thermal) loads. Whilst energy systems meeting an electric load (only) have been optimised when achieving a target load reliability constraint such as LPSP [56-59], considering LPSP into CHP systems which also meet a thermal demand has not been widely reported in the literature [51, 60-65]. Additionally, this paper differs to others [37, 54, 66, 67] in that the CHP systems analysed are stand-alone and not connected to a grid. Secondly, this research presents the intricate details of the Power
Management Strategy used, which is not always done in earlier works. Moreover, the PMS deployed herein features varying relative magnitudes of $P_{\text{elec}}(t)$ and $P_{\text{ther}}(t)$ even when operating under FEL/FTL and FEL. In this context, it should be noted that despite PMS architectures affecting the performance of stand-alone energy systems [68], other CHP system studies [69, 70] have not presented their PMS architectures (algorithms) to the same level of detail done in the present work. Thirdly, in this paper the outcomes of Genetic Algorithm system optimisation are compared between using single- ($\text{COE}, \$/kWh)$ or dual-objective functions ($\text{COE}, \$/kWh; \text{and } \eta_{\text{CHP}}, \%$), whilst other studies using GA to analyse CHP systems [23, 42-44] neither contrast between single- and multi-objectives (for the same hardware) nor do they feature Cost of Energy (COE) and overall efficiency ($\eta_{\text{CHP}}$). Fourthly, the simulations undertaken are applied to systems which are highly dynamic as they are based on 15min temporal resolution, compared to other studies of CHP systems which have considered hourly [23, 70], weekly or monthly temporal resolutions [40, 50]. The GA Optimisation Toolbox within MATLAB R2015b is used throughout along with meteorological data and time series of both electrical and heating load profiles spanning a winter season (three months). This paper is organised as follows: Section 2 illustrates the methodology; Section 3 covers the results and discussion followed by the conclusions in Section 4 along with some recommendations for future research.

3.2 Methodology

The conceptual design architecture of the stand-alone hybrid cogeneration system that is considered is shown in Figure 3.1. The key hardware components are PV modules, supplementary prime movers in the form of multiple similar units of Internal Combustion Engines (ICEs) or Micro Gas Turbines (MGTs), batteries (Batt), Heat exchangers (Hex) and inverters. The system considered meets three relative magnitudes of highly dynamic load profiles which have been processed so as to vary their relative magnitudes but retain their time fluctuating nature. The first is designated as 60:40 shown in Figure 3.2(a). The mean for the electric load demand is 28.88 kW and the standard deviation is 29.53 kW; the mean for the thermal load is 17.95 kW and the standard deviation is 49.44 kW. The second load profile is designated as 40:60 shown in Figure 3.2(b), where the thermal demand exceeds the electric. In this regard, the mean for the electric load demand is 17.95 kW and the standard deviation is 18.35 kW; the mean for the thermal load is 28.88 kW and the standard deviation is 56.26 kW. This research also considers a third load profile as 30:70 shown in Figure 3.2(c). The mean for the electric load demand is 13.46 kW and the standard deviation is 13.76 kW; the mean for the thermal load is 33.69 kW and the standard deviation is 65.64 kW. Our earlier work [65] has featured a similar electric load profile but of a lower overall magnitude and modelled in the context of stand-alone systems that have no waste heat recovery or the need to meet a thermal demand as in the present study.
Fig. 3.1: Schematic diagram of stand-alone hybrid CHP system.

Fig. 3.2(a): Electricity (64,462 kWh) and heating (40,058 kWh) load demand (60:40) of the selected area.
3.2.1 PV model and meteorological data

In order to determine the time resolved solar power generation, the performance characteristics curve of commercially available PV modules is used (Make: Heckert Solar, Model: HS-PL 135) [71]. These are mono-crystalline silicon PV modules of 0.8 m² and 135 W each, maximum power point voltage of 18 V, maximum power point current of 7.48 A, nominal open circuit voltage of 22.3 V, and a short circuit current of 7.95 A [71, 72]. Dynamic profiles of solar irradiation data and ambient temperature, both shown in Figure 3.3, are used in the simulations. These are for a remote location in Western Australia and obtained from the Australian Bureau of Meteorology (Broome: latitude:17º56'S, longitude:122º14'E) [73]. The total annual availability of solar irradiance is 2,290 kW/m², with a peak of 1.14 kW/m². The performance of the PV modules at any time interval is dependent on the cell temperature, which itself a function of solar irradiation, ambient temperature, and wind speed, all of
which have not been commonly integrated in many previous studies when deriving PV power [59, 74, 75]. In this study, a mathematical model based on a single diode equivalent circuit for PV modules, wherein the effects of ambient temperature and wind speed on the power output have been used [76, 77]. The PV module parameters such as the light current, diode reverse saturation current, series resistance, shunt resistance, and the modified ideality factor are calculated to determine the solar current. These parameters can be obtained using the I-V characteristics provided by the manufacturer at reference conditions and other known hardware specific characteristics [71].

![Simulation steps (15min interval)](image)

**Fig. 3.3:** Time resolved solar irradiation, ambient temperature, and wind speed over three months (July to September 2016).

As such, this study also includes a detailed modelling of the renewable power generated using methods found in the Appendix D. In this study, Renewable Penetration (RP) is percentile which expresses usable PV energy converted to meet load but excludes dumped/excess energy relative to the load demand, made of electric $P_{\text{elec}}(t)$ and thermal $P_{\text{ther}}(t))$ at any time step.

### 3.2.2 Battery modelling

In this study, the primary role of the battery bank is to supply the necessary energy if PV is unable to satisfy part of the load demand (electric and thermal) or if the minimum starting threshold ($P_{\text{sup,min}}$) of supplementary prime movers is not reached to warrant their operation. As such, batteries are not used for seasonal (bulk) energy storage. Surplus energy generated by the PV modules is stored in the batteries...
and redrawn from the battery when required. After meeting the thermal demand \( P_{\text{ther}}(t) \) in any time interval, excess energy from supplementary prime movers is also used to charge the battery bank. Lead acid batteries of 200 Ah nominal capacity, 12 V nominal voltage, and round-trip efficiency of 85 % have been considered [78]. For the longevity of the battery bank, the battery should not be overcharged or over discharged. The maximum charge \( (B_{\text{SOC, max}}) \) is set to the nominal capacity of each battery and the minimum state of charge is represented by \( B_{\text{SOC, min}} = 0.2B_{\text{SOC, max}} \) for longer battery life [57]. In the simulations, the battery charge efficiency is taken equal to the round trip efficiency, whereas the discharge efficiency is 100 % [57]. The battery charging and discharging equations are adopted from Appendix E. The battery bank is connected to the PV modules through a charge controller. The DC and AC buses are connected by the bi-directional inverter which converts DC voltage (from PV and battery sources) to AC voltage to supply AC loads, and alternatively AC voltage (from prime movers) to DC voltage to charge the battery bank. The conversion efficiency of the bio-directional inverter is considered as 95 % [79].

### 3.2.3 Supplementary prime movers

The conceptual CHP systems considered in this study integrate one or more units of similar combustion-based prime movers to supplement the PV/Batt and meet the electric demand. These supplementary prime movers are either Internal Combustion Engines (30 kW ICE) or comparable rating Micro Gas Turbines (30 kW MGT). An exhaust heat recovery system is coupled with the ICE or MGT units so as to meet thermal demand. The performance characteristics of commercially available ICES and MGTs are chosen for system modelling [80, 81]. The fuel energy \( (F_{\text{sup}}(t)) \) supplied to each supplementary prime mover corresponds to the output power \( (P_{\text{sup}}) \) of these prime movers in every time step based on their instantaneous thermal efficiency (ICE: 33–37 % over 10 kW–30 kW; MGT: 20.6–26 % over 10 kW–30 kW). It is assumed that all simulation parameters remain constant during each time interval. A minimum time step of 15 min has been considered in this study. The relatively small temporal resolution used allows for sensitivity to any higher frequency of prime mover start/stops as well as partial load operation, both of which can cause significant amounts of fuel consumption and long term maintenance problems [82, 83]. In any time steps, the fuel consumption rate (kg/h) for the 30 kW ICE and the MGT are derived using the polynomial fits of engine operating characteristics (Equation 3.1 and Equation 3.2, respectively) [80, 81, 84], where \( P_{\text{ICE}}(t) \) and \( P_{\text{MGT}}(t) \) is the power generation from the ICE and MGT, respectively. The ambient temperature is also used to model MGT to calculate the output power. Figure 3.4 represents the normalised performance characteristics curves for the 30 kW ICE and the MGT.

\[
C_{\text{fuel,ICE,30}}(t) = 0.0001 \times P_{\text{ICE}}^{2}(t) + 0.2108 \times P_{\text{ICE}}(t) + 0.3551
\]  
(3.1)

\[
C_{\text{fuel,MGT,30}}(t) = 0.00005 \times P_{\text{MGT}}^{2}(t) + 0.3132 \times P_{\text{MGT}}(t) + 0.7054
\]  
(3.2)
In this regard, consumed fuel energy (kW) can be determined using Equation 3.3, where LHV is the lower heating value of the fuel (43,100 kJ/kg for diesel in the ICE and 43,250 kJ/kg for natural gas in the MGT).

\[ F_{sup}(t) = \frac{C_{fuel, sup}(t) \times LHV}{3600} \]  (3.3)

In this study, a Thermal to Electric Ratio (TER) is determined from Equation 3.4, where \( Q_{th} \) is the recoverable heating energy. Systems have higher TER for MGT (typically 1.37 to 2.17 as compared to ICE (0.84 to 1.96) that implies comparatively more heat generation [84].

\[ TER = \frac{Q_{th}(t)}{P_{sup}(t)} \]  (3.4)

The recoverable heating energy \( (Q_{th}(t)) \) includes the combined waste heat of exhaust gas and jacket water for the ICE, but only waste heat of exhaust gas for MGT which is air cooled. In this paper, a TER value of 2.17 for the MGT and 1.96 for the ICE has been considered for calculating the potential to meet a thermal load in each time interval. Additionally, the Recovered Waste Heat to Power Generation (RWHP) is defined by the Equation 3.5, where \( P_{heat}(t) \) is the thermal load met by the recoverable heating energy \( (Q_{th}(t)) \) relative to the total (electric) power output \( (P_{sup}(t)) \) of the ICE or MGT over each time step.
The consequential total life cycle emissions (LCE) are the sum of the emissions by the system components over their lifetime (cradle to grave) and includes that from fuel consumption. This is expressed by Equation 3.6 [4], where, $\beta_i$ (kg CO$_2$-eq/kWh) is the lifetime equivalent CO$_2$ emissions of each hardware component (i) and $E_L$ (kWh) is the amount of energy converted (or stored in batteries).

$$LCE = \sum_{i=1}^{N} \beta_i E_L$$  \hspace{1cm} (3.6)

### 3.2.4 Electric water heater

In this study, when the load deficit ($P_{Net}$) is below the minimum starting threshold of supplementary prime movers, process heating using electric resistance heaters (powered by renewables and batteries) is used to supply the necessary heating load. The electric energy (kWh) requirements can be measured from the overall process heater efficiency ($\eta_{wh,sys}$) which is calculated by the Equation 3.7 [85], where $E_{elec}$ is the electrical energy input to the heater and $E_{ther}$ is the total thermal energy. In this study, an efficiency, $\eta_{wh,sys} = 97 \%$ has been considered for system modelling [86]. In the present study, the thermal load is composed purely of heating (no cooling as with CCHP).

$$\eta_{wh,sys} = \frac{E_{ther}(t)}{E_{elec}(t)}$$  \hspace{1cm} (3.7)

### 3.2.5 Load profile and reliability index

The Loss of Power Supply Probability (LPSP) is extensively used as a reliability index for sizing hybrid power generation when meeting electric loads [56-59]. However, the LPSP has not been considered while meeting thermal demand [51, 60-65]. In this regard, the simulations within this paper consider a combined electric and thermal load when deriving the optimum system. The target reliability is based on the LPSP (combined electrical and thermal) and is calculated using Equation 3.8, whereby $LPS_{elec}(t)$ and $LPS_{ther}(t)$ are the missed (kWh) electric and thermal in any time interval and $E_{elec}(t)$ and $E_{ther}(t)$ are the total electric and thermal load demands, respectively, over the period (T). It should be noted here that in order to modify the expression for LPSP from that applied to electric loads [59], two terms (for thermal load) have been introduced into the numerator and denominator of Equation 3.8.

In the present paper, T=15min and T=132,480 min (8,832 time steps, 3 months).

$$LPSP = \frac{\sum_{t=1}^{T}(LPS_{elec}(t) + LPS_{ther}(t))}{\sum_{t=1}^{T}(E_{elec}(t) + E_{ther}(t))}$$  \hspace{1cm} (3.8)

where, $LPS(t) = (LPS_{elec}(t) + LPS_{ther}(t))$  \hspace{1cm} (3.9)

In this case, the LPS (t) can be calculated using the following Equation (modified from the electric loads [59]):
\[ LPS (t) = \left( P_L(t) - P_{\text{sup}}(t) - P_{\text{heat}}(t) \right) \Delta t - \left( P_{\text{PV}}(t) \Delta t + \frac{C_B}{\Delta t} \left( B_{\text{SOC}}(t) - B_{\text{SOC,min}} \right) \right) \eta_{\text{inv}} \]  
(3.10)

Any time interval, the total load \( P_L(t) \) is designated to be the sum of the electrical load \( P_{\text{elec}}(t) \) and the thermal load \( P_{\text{ther}}(t) \). Figure 3.2 represents the electric load and heating load demand for both 60:40, 40:60, and 30:70 load profiles. The maximum value of the LPSP constraint is taken as 0.01±0.005, which is equivalent to a missed load of 1045 kWh combined electric and heating.

### 3.2.6 Power management strategy

In this study, the hybrid cogeneration system is assumed to meet a time varying domestic hot water supply and electric load as represented by a specific (combined) LPSP. A Power Management Strategy (PMS) is the switching algorithm which controls various components and is given in Figure A3.9 (Appendix). This study includes a comparison between two types of PMS. The first is a strategy which sets operating decisions based on meeting the electric load and then using the consequential waste heat from supplementary prime movers to satisfy part/all the heating load (termed FEL). The second strategy is hybrid (termed FEL/FTL) and necessarily meets both the electric and heating loads.

Power generated from the PV module \( P_{\text{PV}}(t) \) is compared with \( P_L(t) \) to determine the net deficit \( P_{\text{Net}}(t) \) = \( P_{\text{PV}}(t) - P_L(t) \) in each time interval. The deficit \( P_{\text{Net}}(t) \) can either be met solely by renewables, requires augmentation through discharging battery storage at \( P_B(t) \), or operating supplementary prime movers at \( P_{\text{sup}}(t) \). Below the minimum starting threshold \( (P_{\text{sup,min}}) \) of supplementary prime movers which is set at 30% of nominal rated power [87, 88], PV along with the battery bank would supply necessary energy requirements. Where renewables are greater than the load demand \( (P_{\text{Net}}(t)>0) \) but batteries are not fully charged \( (B_{\text{SOC}}(t) < B_{\text{SOC,max}}) \), surplus PV power is delivered to charge the battery bank at \( P_B(t) \). Once the battery state of charge reaches its maximum value \( (B_{\text{SOC,max}}) \), additional surplus power in this time interval is considered as excess energy \( EE(t) \) and dumped. Alternatively, when power generation from PV is equal the load demand \( P_{\text{Net}}(t) = 0 \), the load is met in that time interval (Meet \( P_L(t) \)). However, when the load demand is greater than renewables \( P_{\text{Net}}(t) < 0 \), but sufficient storage capacity exists \( (B_{\text{SOC}}(t) > B_{\text{SOC,min}}) \) and total energy (PV+Batt) is equal or greater than the demand, the battery would supply the necessary load demand alongside the PV. As soon as battery state of charge reaches its minimum level \( (B_{\text{SOC}}(t) = B_{\text{SOC,min}}) \), the deficit load requirement is considered as unmet (Unmet \( P_L(t) \)).

If \( P_{\text{Net}}(t) \) exceeds the minimum starting threshold for the prime movers \( (P_{\text{sup,min}} \leq |P_{\text{Net}}(t)|) \), the ICE or MGT are used to meet the demand \( (P_L(t)) \) when renewable energy along with battery bank is insufficient. At this stage, the prime movers are operated to meet all the electricity demand \( P_{\text{elec}}(t) \) and the thermal demand \( P_{\text{ther}}(t) \) using the waste heat recovery system. However, for a hybridised system such as that described in this study, when the heating load is much higher compared to the electrical demand, prime movers can meet only part of the thermal demand. In such time intervals, the
PMS shifts from FEL to FEL/FTL where prime movers supplement power to first meet the relatively higher heating load requirements. In Figure A3.9 (Appendix), this strategy is shown using a dashed box, where the supplementary prime mover switches priority so as to meet the thermal demand \( P_{\text{ther}}(t) \) instead of \( P_{\text{elec}}(t) \). The PMS then checks whether it also meets the electric demand in that same time interval. In this regard, the deficit (combined) electric and heating load requirements are considered as Unmet \( P_t(t) \). On the other hand, the additional electric energy generated by the ICE or MGT, after meeting the demand, is used to charge batteries until they reach their maximum state of charge (\( B_{\text{SOC, max}} \)), with the excess being dumped. In an FEL strategy, after first meeting electricity demand \( (P_{\text{elec}}(t)) \), the recovered waste is used to meet the thermal demand (full \( P_{\text{ther}}(t) \) or part of it). The rest of the heating demand is met by the electric (resistance) water heater if there is enough state of charge (\( >B_{\text{SOC, min}} \)) or it is considered as (Unmet \( P_t(t) \)). In this study, for both cases (i.e FEL/FTL and FEL) if the \( P_{\text{elec}}(t) \) load is below the minimum starting threshold of the supplementary prime mover, the electric demand (\( P_{\text{elec}}(t) \)) is then met by the PV and battery bank, whereas the thermal demand (\( P_{\text{ther}}(t) \)) is met by the electric resistance heating operated using PV along with a battery bank.

3.2.7 GA Optimisation, modelling parameters, and constraints

In this work, at first the system is optimised based on single objective function (COE, $/kWh) using a MATLAB-based Genetic Algorithm (GA). The results obtained from single objective optimisation are then compared with the multi-objective optimisation technique using the same modelling parameters and constraints. The solution of a multi-objective optimisation problem, such as that in the present paper, may yield a set of non-dominant solutions known as Pareto optimal solutions. In arriving at these solutions, the simulations solve for a number of objective functions subjected to inequality constraints (LPSP in this study). The optimisation process search’s for optimum values that are to be maximised (or minimised) for the objective functions subject to bounds (limits). System sizing can be formulated as follows [89, 90]:

\[
\begin{align*}
\text{Min}/\text{Max} & \quad F(x) = [f_1(x), f_2(x), f_3(x), \ldots, f_n(x)] \\
\text{Subject to} & \quad G_j(x) \leq 0, \quad j = 1, 2, \ldots, J \\
& \quad H_k(x) \leq 0, \quad k = 1, 2, \ldots, K
\end{align*}
\]

(3.11)

In this context, \( F \) is the expression for the objective function (either singular or multiple), \( x \) are the decision variables, \( G \) are the inequality constraints (e.g. LPSP), and \( H \) are the equality constraints (e.g. \( B_{\text{SOC, sup}} \)). In this study, multi-objective Genetic Algorithm optimisation problems have two objectives over the span of the period modelled (three months): the COE is to be minimised while the energy efficiency \( \eta_{\text{CHP}} \) of combustion based supplementary prime movers is maximised. Alternatively, single objective optimisations are solely based on the COE, albeit with the resulting (consequential) \( \eta_{\text{CHP}} \) also reported in the results given. The sizing optimisation using multi-objective Genetic Algorithm is summarised in Figure 3.5. A summary of other studies and parameters used in other single- and multi-
Define constraints, fitness functions and initialisation of GA optimisation using MATLAB Toolbox
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Fig. 3.5: Multi-objective GA procedure.

Objective optimisation of CHP and CCHP systems is shown in Table 3.1. The technical and economical details of the hybridised system components are incorporated to the fitness function and the constraints (i.e. linear and non-linear constraints). These are defined as an input to the optimisation toolbox. Additionally, a set of parameters need to be specified before the optimisation process running such as population type and size, selection function, crossover function, mutation function, and stopping criteria. In this regard, the selection function is chosen as tournament with size 2, crossover function is the scattered, and mutation is the adaptive feasible as there is both linear and non-linear constraints. The stopping criteria is selected based on the specified number of generations (100 in this study) and the function tolerance is $1e^{-6}$. Using the given input parameters, multi-objective GA optimisation offers an iterative process until the predefined stopping criteria is met. In the process of optimisation, each
generation calculates the LPSP for each population member. For those cannot satisfy the load requirements of a certain value of LPSP is excluded from the population for next generation to progress crossover, migration, and mutation processes. The process continues until all generations are finished. Finally, the Pareto front is selected which gives the values of all non-inferior solutions. More details about the methodologies of multi-objective Genetic Algorithms can be found in literature [89, 91] and from the Help menu in the MATLAB optimisation Toolbox.

Table 3.1: GA application for optimisation of CHP systems.

<table>
<thead>
<tr>
<th>System components</th>
<th>No of objectives</th>
<th>Modelling parameters</th>
<th>Optimisation parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td>PV+MGT/ICE [39]</td>
<td>Single</td>
<td>COE, Emissions</td>
<td>Population size 50, number of generation 80, crossover probability 0.8, mutation factor 0.2, selection function Roulette, crossover function arithmetic.</td>
</tr>
<tr>
<td>Gas turbine+Solar thermal plant [92]</td>
<td>Multi</td>
<td>Exergy analysis, product cost</td>
<td>Population size 350, number of generation 3500, crossover probability 0.4, selection process tournament, mutation function constraint dependant</td>
</tr>
<tr>
<td>ORC+HRSG [93]</td>
<td>Multi</td>
<td>Exergy efficiency, overall capital cost</td>
<td>Population size 30, number of generation 150, crossover probability 0.7, selection process tournament</td>
</tr>
<tr>
<td>Gas turbine+ORC +HRSG+Absorption chiller+PEM [94]</td>
<td>Multi</td>
<td>Exergy efficiency, total cost rate</td>
<td>Population size 100, number of generation 250, crossover probability 0.9</td>
</tr>
<tr>
<td>Gas turbine+ORC+HRSG [95]</td>
<td>Multi</td>
<td>Thermal efficiency, total volume of the system, and net present value</td>
<td>Population size 1,000, number of generation 200, crossover probability 0.8, selection process tournament</td>
</tr>
</tbody>
</table>

The overall efficiency of supplementary prime mover-based cogeneration systems is determined from Equation 3.12, where $P_{\text{heat}}(t)$ is the heating load demand met using the waste heat recovered from the ICE or MGT:

$$\eta_{\text{CHP}}(t) = \frac{P_{\text{sub}}(t) + P_{\text{heat}}(t)}{F_{\text{sub}}(t)}$$ (3.12)

In this study, the COE can be calculated using Equation 3.13, where $C_A$ is the total annualised energy system cost which includes: capital costs, Operation and Maintenance (O&M) costs, discount rate and fuel costs of system components. The discount rate for energy generation projects differs from 5 % to 10 % [96]. In this paper, a value of 10% is considered with a project lifetime of 25 years in accordance with maximum lifetime of PV module. Additionally, $E_s$ (kWh) is the annual load to be met (electrical and thermal). Further details in this regard are given in [87].

$$COE = \frac{C_A}{E_s}$$ (3.13)

The annualised cost is sum of annualised capital cost ($C_{A,\text{cap}}$), annualised Operation and Maintenance cost ($C_{A,O&M}$), and annualised fuel cost ($C_{A,\text{fuel}}$) of the system components and can be calculated by the Equation 3.14,
\[ C_A = C_{A,\text{cap}} + C_{A,\text{O&M}} + C_{A,\text{fule}} \] (3.14)

The data for cost and equivalent CO₂ emissions attributed to the system components are presented in the Appendix (Table A3.5). Costs presented represent only hardware and do not include civil works, mechanical, and electrical fabrication works as well as installation and labour costs. However, the cost associated with the heat recovery system does include the capital cost of a 30 kW MGT. The cost for circulation pumps, interconnection piping, and control instrumentation are not considered in this study.

The study utilises MATLAB optimisation toolbox to implement the single- and multi-objective genetic algorithm. In this regard, the non-linear constrains (representing the calculation of LPSP) are written in one M-file, whilst another M-file representing the fitness function (using the PMS, and Equations 12 and 13) calculates the all objective functions. The decision variables considered in this optimisation are the number of PV modules N\textsubscript{PV}, the number of lead acid batteries N\textsubscript{batt}, and the number of supplementary prime movers N\textsubscript{sup}. The simulations are also subjected to some constrains presented in Table 3.2 which are initially determined using trial and error to ensure the target LPSP (0.01±0.005) is satisfied. Constraints B\textsubscript{SOC}, P\textsubscript{sup}, and LPSP are formulated in the PMS, and other constrains related to bounds (number of components, N\textsubscript{PV}, N\textsubscript{batt}, N\textsubscript{sup}) are directly entered into the optimisation toolbox.

**Table 3.2: Optimisation constraints.**

<table>
<thead>
<tr>
<th>Decision variables</th>
<th>Lower bound</th>
<th>Upper bound</th>
</tr>
</thead>
<tbody>
<tr>
<td>N\textsubscript{PV}</td>
<td>100</td>
<td>1000</td>
</tr>
<tr>
<td>N\textsubscript{batt}</td>
<td>10</td>
<td>50</td>
</tr>
<tr>
<td>N\textsubscript{sup}</td>
<td>1</td>
<td>10</td>
</tr>
<tr>
<td>B\textsubscript{SOC}</td>
<td>20</td>
<td>100</td>
</tr>
<tr>
<td>P\textsubscript{sup}</td>
<td>0</td>
<td>30</td>
</tr>
<tr>
<td>LPSP</td>
<td>0.005</td>
<td>0.015</td>
</tr>
</tbody>
</table>

In achieving these simulations, a sensitivity analysis is also done into the effects of population size on the solutions in both single- (COE) and multi-objective (COE, \( \eta_{\text{CHP}} \)) optimisations. Figure A3.10 (Appendix) shows that with single objective optimisation, a population size of 10 is chosen as no appreciable improvement in the COE is achieved with further increases in the population size (up to 50), albeit it at the expense of computational time. In the case of multi-objective optimisations, although a larger population size is needed, both the COE and the \( \eta_{\text{CHP}} \) stabilise for a population size of 200. Additionally, in single objective optimisations, constraint dependent mutations, a crossover fraction of 0.8 with scattered function, elite count 2, and 50 generations are used. On the other hand, a crossover fraction of 0.8 with 100 generations are used in the MATLAB multi-objective optimisation toolbox.
3.3 Results and discussion

The data which follows examines the effects of two types of PMS, the more commonly used type governing device switching based only on electric load demand (FEL), and a hybrid PMS which accommodates following both electric and thermal loads which are made up completely of heating in this study (FEL/FTL). The results will also discuss how changes to the relative proportions of electric to thermal load affect the optimisation of a hybrid CHP system over one season (3months). Most of the analyses presented are based on single objective optimisation (COE, $/kWh) but the sensitivity of the outcomes to alternatively using a multi-objective function optimisation (COE, $/kWh; \eta_{CHP}, \%) is also given.

3.3.1 Type of load following strategy

The first set of results presented considers prime movers having $P_{sup,min}=30 \%$ whereby the Electric to Thermal Load Ratio (ETLR) is 60:40. Summary data are presented in Table 3.3, with the first three rows giving the optimised size (i.e., the solution to the system’s sizing problem) and the remaining rows identifying the consequential performance.

Table 3.3: Summary results of single (COE) and multi-objective (COE and $\eta_{CHP}$) optimisations of hybrid CHP systems (load profile 60:40, LPSP=0.01±0.005).

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>PV/Batt/ICE</th>
<th>PV/Batt/MGT</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Single objective</td>
<td>Multi-objective</td>
</tr>
<tr>
<td></td>
<td>FEL/FTL       FEL</td>
<td>FEL/FTL       FEL</td>
</tr>
<tr>
<td>Number of solar panels, $N_{PV}$</td>
<td>976           922</td>
<td>968           974</td>
</tr>
<tr>
<td>Number of lead acid batteries, $N_{batt}$</td>
<td>42           50</td>
<td>25           44</td>
</tr>
<tr>
<td>Number of prime movers, $N_{sup}$</td>
<td>2             2</td>
<td>2             1</td>
</tr>
<tr>
<td>LPSP,comp</td>
<td>0             0.0111</td>
<td>0             0.0077</td>
</tr>
<tr>
<td>PV energy generated (kWh)</td>
<td>62,573        59,111</td>
<td>62,060        62,444</td>
</tr>
<tr>
<td>Renewable penetration, RP (%)</td>
<td>60            57</td>
<td>59            60</td>
</tr>
<tr>
<td>ICE/MGT energy, $P_{sup}$ (kWh)</td>
<td>25,724        33,453</td>
<td>27,602        32,265</td>
</tr>
<tr>
<td>RWHP (%)</td>
<td>76            35</td>
<td>77            35</td>
</tr>
<tr>
<td>Unmet energy (kWh)</td>
<td>0             1,165</td>
<td>0             802</td>
</tr>
<tr>
<td>Fuel energy, $F_{sup}$ (kWh)</td>
<td>69,139        90,824</td>
<td>74,203        87,588</td>
</tr>
<tr>
<td>Recovered waste heat to thermal demand ($P_{heat}/P_{ther}$, %)</td>
<td>49            29</td>
<td>53            28</td>
</tr>
</tbody>
</table>
Fig. 3.6: The effects of load following strategy (FEL/FTL, FEL) on hybrid CHP systems operating to meet load profiles with an ETLR=60:40. A comparison between single- (COE) and multi-objective optimisations (COE, η_{CHP}) are shown for both PV/Batt/ICE and PV/Batt/MGT.
From Figure 3.6 (a) it is evident that a PMS based on FEL/FTL or FEL has comparable COE whether optimised using single- or multi-objectives. For PV/Batt/MGT-based systems, PMS hybridisation (FEL/FTL) has an insignificant effect on the COE (avg. 0.19 $/kWh) compared to FEL (avg. 0.20 $/kWh). Similarly, for PV/Batt/ICE-based systems, PMS hybridisation only marginally gives better COE (avg. 0.21 $/kWh) compared to FEL (avg. 0.23 $/kWh). It is also evident from the results that the COE for the PV/Batt/MGT is generally (slightly) lower in contrast to PV/Batt/ICE systems. The COE for the PV/Batt/MGT is optimised as 0.27 $/kWh in the literature [39]. This is attributed to the higher RWHP with PV/Batt/MGT systems, the lower price of natural gas used to run MGT’s (3.3 $/GJ) compared to diesel (0.91 $/l). However, the higher capital cost of each MGT unit (Appendix, Table A3.5) also means optimisations always select fewer MGT units than ICE units as shown in Tables 3.3 and 3.4.

In relation to the Overall CHP Efficiency ($\eta_{\text{CHP}}$, %), the FEL/FTL PMS in both single- and multi-objective optimisations is better than the FEL PMS. Optimisations when applied to size the ICE-based systems on FEL/FTL give $\eta_{\text{CHP}}$=66 % for both single- and multi-objective optimisations as shown in Figure 3.6 (b). However, in the case of ICE-based systems using an FEL, the overall efficiencies are much lower at $\eta_{\text{CHP}}$=50 % for both single- and multi-objective optimisation. In MGT-based systems running on a FEL/FTL PMS, $\eta_{\text{CHP}}$ =44 % and $\eta_{\text{CHP}}$ =43 % with single- and multi-objective optimisations. These also fall when alternatively operating on an FEL PMS for single- and multi-objective optimisations with $\eta_{\text{CHP}}$=34 %. From the above discussion, it is also evident that the $\eta_{\text{CHP}}$ (%) for the ICE in the PV/Batt/ICE systems have higher $\eta_{\text{CHP}}$ (%) than the PV/Batt/MGT system under the same operating conditions. The reason behind this is that the ICE has higher thermal efficiency (33–37 % over 10 kW– 30 kW) as compared to the MGT (20.6–26 % over 10 kW–30 kW). The output power for an MGT is also more susceptible to ambient temperature changes (rated power is up to 18 °C but decreases by a further 20 % at 35 °C) which imposes an additional change across seasons.

Although in the FEL/FTL PMS there are no significant gains in COE or $\eta_{\text{CHP}}$ between using single- and multi-objective optimisations, the latter produce slightly higher LCE (kgCO$_2$-eq/yr) in both ICE and MGT-based systems. This is because in multi-objective optimisation achieving a higher $\eta_{\text{CHP}}$ the Genetic Algorithm attempts to maximise utilisation of the recovered waste heat so as to meet the thermal demand, which attributed to relatively higher contributions from supplementary prime movers. Therefore, the number of PV modules and batteries are less in multi-objective solutions compared to the single objective optimisation as see in Table 3.3. However, hybridisation of the PMS using FEL/FTL in CHP systems not only to marginally improve the COE but more cleanly the $\eta_{\text{CHP}}$, it also carries some benefits in terms of LCE in both ICE and MGT systems. For example, the data in Figure 3.6 (c) shows that in ICE based CHP systems sized using single objectives, LCE= 135,340 kgCO$_2$-eq/yr with FEL but is smaller by around 30 % at 104,010 kgCO$_2$-eq/yr with FEL/FTL. From Figure 3.6 (c) it is also obvious
that the PV/Batt/ICE-based system produces lower LCE (kgCO₂-eq/yr) as compared to the PV/Batt/MGT-based system for similar following load and optimisation techniques. This is because of the higher lifetime equivalent CO₂ emissions (1.16 kgCO₂-eq/kWh) for MGT than the ICE (0.88 kgCO₂-eq/kWh).

In regard to the meeting thermal load demand using the recovered waste heat (Pheat), the multi-objective optimisation in the FEL/FTL mode is far higher than any other operating conditions as shown in Figure 3.6 (d). Table 3.3 shows that almost 50 % of the thermal load demand is met by recovering waste heat from the supplementary prime movers while operating in the FEL/FTL mode for systems sized using single objective optimisation. This is even more (PV/Batt/ICE=53 %, and PV/Batt/MGT= 63 %) while on the multi-objective optimisation for the same operating condition. On the other hand, only around 30 % of the thermal demand is met by using the recovered heat when the system operating in the FEL mode regardless of optimisation technique (Table 3.3).

Despite this, the data also indicates the Renewable Penetr (RP) is comparable (57–60 %) in both single- and multi-objective optimisations for the both FEL/FTL and FEL operating strategy except for PV/Batt/MGT system (48 %) in multi-objective FEL/FTL mode. The reason behind this in multi-objective optimisation, the recovered waste heat to meet the thermal demand is higher (63 %) than the other mode of operation and hence the optimisation select the fewer number of PV modules and battery bank to meet the load demand. However, in the FEL mode the PMS allows only to meet the thermal demand which is produced as a consequence of meeting electric demand first by the supplementary prime movers and the rest is met by the electric (resistance) water heater powered by the renewably charged battery bank. For this reason the number of battery is higher in FEL strategy than the FEL/FTL mode for all optimisation techniques.

From the above discussion, it is obvious that although the PV/Batt/ICE and PV/Batt/MGT hybridised CHP systems meeting a P_{elec} (t) and P_{ther} (t) have comparable COE, the overall CHP efficiency (\eta_{CHP}, %) of the ICE is greater than that of the MGT regardless of optimisation technique under all operating conditions. The results also show that the FEL/FTL operating mode for both systems have higher share of meeting thermal demand using recovered waste and better environmental benefits than the FEL mode. This is true for both single- and multi-objective optimisation techniques. The renewable penetration is comparable for both systems in single-and multi-objective optimisation. Figure 3.7 also shows that supplementary prime movers are responsible for meeting heating loads where these are relatively significant. The hybrid PMS therefore does not oversize the PV and battery capacities but relies on combustion engines.
3.3.2 Changes of Electric to Thermal Load Ratio (ETLR)

To analyse the effects of Electric to Thermal Load Ratio (ETLR) on the hybrid FEL/FTL strategy, Figure 8 shows single objective optimisation data for ETLR=60:40, 40:60, and 30:70. Results indicate that for PV/Batt/ICE systems, the effect of ETLR is very subtle on the COE (avg. 0.22 $/kWh) in the case of ICE-based CHP systems. However, with MGT-based CHP systems, increases to the relative significance of the thermal load (i.e. a smaller ETLR) generally lead to higher COE (0.20 $/kWh for ETLR=60:40, and ~0.30 $/kWh for both ETLR=40:60 and ETLR=30:70). This is attributed to the fact that at lower electric load demand ($P_{elec} (t)$), as occurs with smaller ETLR, there is more likelihood of electric load falling below the minimum starting threshold ($P_{sup, min}=9$ kW) of supplementary prime movers at any time step. The PMS then forces the optimisation algorithm to select more PV modules and a larger battery bank irrespective of thermal demand in that time step. This also has the potential to cause a higher number of supplementary prime movers once the PV modules and battery units reach their upper bound in Table 3.2 to meet the specified LPSP (0.01±0.005). The sizing data in Table 3.4 supports this. For the above reasons, at the greater thermal demand (e.g. ETLR=30:70) the COE is higher. However, this is more apparent in PV/Batt/MGT systems as the capital unit cost of an MGT is higher than the ICE for the same power rating.

**Table 3.4:** Summary results of single objective (COE, $/kWh) optimisations of hybrid CHP systems operating at different ETLR ($P_{elec}:P_{ther}$) for hybrid CHP systems (LPSP=0.01±0.005, $P_{sup, min}=9$ kW).

<table>
<thead>
<tr>
<th>System characteristics</th>
<th>PV/Batt/ICE (FEL/FTL)</th>
<th>PV/Batt/MGT (FEL/FTL)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(60:40)</td>
<td>(40:60)</td>
</tr>
<tr>
<td>Number of solar panels, $N_{PV}$</td>
<td>976</td>
<td>864</td>
</tr>
<tr>
<td>Number of lead acid batteries, $N_{batt}$</td>
<td>42</td>
<td>48</td>
</tr>
<tr>
<td>Number of prime movers, $N_{sup}$</td>
<td>2</td>
<td>7</td>
</tr>
<tr>
<td>LPSP,comp</td>
<td>0</td>
<td>0.0530</td>
</tr>
<tr>
<td>PV energy generated (kWh)</td>
<td>62,573</td>
<td>55,392</td>
</tr>
<tr>
<td>Renewable penetration, RP (%)</td>
<td>60</td>
<td>53</td>
</tr>
<tr>
<td>ICE/MGT energy, $P_{sup}$ (kWh)</td>
<td>25,724</td>
<td>24,981</td>
</tr>
<tr>
<td>RWHP (%)</td>
<td>76</td>
<td>97</td>
</tr>
<tr>
<td>Unmet energy (kWh)</td>
<td>0</td>
<td>5,542</td>
</tr>
<tr>
<td>Fuel energy, $F_{sup}$ (kWh)</td>
<td>69,139</td>
<td>67,612</td>
</tr>
<tr>
<td>Recovered waste heat to thermal demand ($P_{sup}/P_{ther}$, %)</td>
<td>49</td>
<td>37</td>
</tr>
</tbody>
</table>

However, a more significant effect of ETLR appears in relation to the $\eta_{CHP}$ (%) which increases significantly in the PV/Batt/ICE (from 66 % at ETLR=60:40 to 79 % at ETLR=30:70) when working on the FEL/FTL mode. This is because RWHP grows where there is greater thermal load than the electrical load. This change whilst still appreciable is less significant in the PV/Batt/MGT system ($\eta_{CHP} = 44$ % at ETLR=60:40 but 54 % at ETLR=30:70) which is attributed to the lower thermal efficiency of the MGT as compared to the ICE.
Fig. 3.7: Heating demand and recovered waste heat in (a) July, (b) August, and (c) September for PV/Batt/ICE in FEL/FTL PMS using multi-objective optimisation.
Fig. 3.8: The effects of Electric to Thermal Load Ratio (60:40, 40:60, and 30:70) on hybrid CHP systems sized using single objective optimisation in a PMS of the FEL/FTL type. Trend lines shown (Fig. 9c, Fig. 9d) should be read against the right vertical axis.

For hybrid systems operating with $P_{\text{sup,min}}=9$ kW in the FEL/FTL mode and meeting the same (combined) electrical and thermal demand, Figure 3.8 (c) shows that greater relative contributions of...
thermal load (from ETLR=60:40 to ETLR=30:70) lead to lower level of LCE. The LCE for the PV/Batt/ICE systems vary from 104,010 kgCO₂-eq/yr to 87,005 kgCO₂-eq/yr when the ETLR changes from 60:40 to 30:70. For the PV/Batt/MGT systems, these vary from 144,900 kgCO₂-eq/yr to 109,380 kgCO₂-eq/yr when the ETLR changes from 60:40 to 30:70. This is because of the lower contribution of electric energy (P_{sup}) from the supplementary prime movers with bigger relative thermal contribution as shown in Figure 3.8 (c). The results also indicate that the PV/Batt/MGT produces more LCE (kgCO₂-eq/yr) than the PV/Batt/ICE for all operating conditions because of the MGT has the higher lifetime equivalent CO₂ emissions (Appendix, Table A3.5). Although both the PV/Batt/ICE and the PV/Batt/MGT operating on the FEL/FTL mode have comparable recovered waste heat from the supplementary prime movers, the ratio of this recovered waste heat (P_{heat}) to the total thermal demand (P_{net}) decreases significantly where there is larger thermal load as shown in Figure 3.8 (d).

In relation to renewable penetration, there are insignificant effects of changing the relative load profiles. From Table 3.4 it is evident that the reliability of meeting load demand (LPSP) decreases as ETLR changes from 60:40 to 30:70. This is due to more likelihood at smaller ETLR of electric loads falling below P_{sup,max} in any time interval. This can lead to lower reliability (LPSP) since the GA optimisation algorithm cannot increase (PV, battery) units beyond the constraints set in Table 3.2.

3.4 Conclusions

Most research published to date on hybrid energy systems only considers following (meeting) an electric load. The present study has examined hybrid CHP systems and the effects of load following strategies (electric only versus electric and heating demand). Additionally, the relative magnitude of the thermal load has also been varied when determining the sizing optimisations so as to analyse the impact on COE, η_{CHP}, LCE, and other performance indicators. Genetic Algorithms based on single objective optimisations are used for system sizing with Loss of Power Supply Probability (LPSP) as the reliability index. The results are also analysed and compared to that of sizing CHP systems using multi-objective optimisations under the same constraints. Although the techno-economic feasibility and optimisation techniques presented in this study are based on a set of data and constraints and not intend to highlight the merits or limitations of certain types of prime movers (energy system components), the outcomes can be summarised as:

- **COE**: In CHP systems, the use of (solely) electric load following (PMS based on FEL) or both electric and thermal load following (FEL/FTL) has only marginal effects on the Cost of Energy (COE). Greater thermal loads relative to the total load to be met (i.e. a smaller ETLR) appear to have a stronger effect on the COE in MGT-based CHP systems.

- **η_{CHP}**: The more notable effect of PMS type in CHP systems appears in relation to the Overall CHP Efficiency (η_{CHP}). PMS hybridisation (FEL/FTL) results in better performance in both
PV/Batt/ICE and PV/Batt/MGT systems, but particularly for ICE-based systems. A PMS based on FEL/FTL also allows for more thermal load to be satisfied using recovered waste heat (P\text{heat}) when meeting the same load as a PMS based on FEL. In single objective optimisations, greater relative magnitudes of heating load demand also appear to lead to increased Overall CHP Efficiencies, with the degree of influence varying between ICE- and MGT-based CHP systems.

- **LCE:** Although using a PMS which follows both electric and thermal loads (FEL/FTL) in CHP systems does not carry with it significant financial incentives based on COE, it does however improve system Life Cycle Emissions (LCE) compared to an electric (only) load following strategy (FEL). The use of hybrid PMS in CHP systems (FEL/FTL) also leads to fewer LCE in system sized using single objective optimisations when the relative contributions of the thermal load increases (ETLR reduced).

- **Single- versus multi-objective optimisations:** One of the biggest merits from sizing CHP systems using multi-objectives (COE, \(\eta\text{CHP}\)), compared to only using single objective (COE) optimisation, is to increase the fraction of total thermal demand which can be satisfied by recovered waste heat (P\text{heat}/P\text{therm}).

Whilst this research has focused on a hybrid stand-alone Combined Power and Heating (CHP) system, further research is warranted into systems taking into consideration a cooling load as well as heating (CCHP systems) and the impact of variations in their hardware components on overall costs and performance indicators.

### 3.5 Chapter appendices

#### 3.5.1 Data used for system design and optimisation

**Table A3.5:** Stand-alone hybridised CHP system components cost, lifetime and emissions aspects.

<table>
<thead>
<tr>
<th>Components</th>
<th>Description</th>
<th>Capital Cost ($)</th>
<th>Replacement Cost ($)</th>
<th>O&amp;M Cost ($/yr)</th>
<th>Life time (yr)</th>
<th>LCE (kg CO\text{2}-eq/kWh)</th>
</tr>
</thead>
<tbody>
<tr>
<td>PV module [4]</td>
<td>HS-PL135 (135 W)</td>
<td>310</td>
<td>310</td>
<td>0</td>
<td>25</td>
<td>0.05 [96]</td>
</tr>
<tr>
<td>ICE [97]</td>
<td>30 kW</td>
<td>10,500</td>
<td>10,500</td>
<td>260</td>
<td>10</td>
<td>0.88 [96]</td>
</tr>
<tr>
<td>MGT [98]</td>
<td>30 kW</td>
<td>75,300</td>
<td>75,300</td>
<td>1,880</td>
<td>10</td>
<td>1.16 [99]</td>
</tr>
<tr>
<td>Battery [78]</td>
<td>12 V, 200 Ah</td>
<td>419</td>
<td>419</td>
<td>11</td>
<td>10</td>
<td>0.03 [96]</td>
</tr>
<tr>
<td>Inverter [4]</td>
<td>1 kW</td>
<td>800</td>
<td>750</td>
<td>20</td>
<td>15</td>
<td>0 [96]</td>
</tr>
<tr>
<td>Charge controller [100]</td>
<td>1 kW</td>
<td>450</td>
<td>450</td>
<td>11</td>
<td>15</td>
<td></td>
</tr>
<tr>
<td>Electric heater [101]</td>
<td>14.4 kW</td>
<td>1,160</td>
<td>1,160</td>
<td>28</td>
<td>5</td>
<td></td>
</tr>
<tr>
<td>Heat exchanger [102]</td>
<td>Shell and Tube, 8 m²</td>
<td>9,800</td>
<td>9,800</td>
<td>245</td>
<td>10</td>
<td></td>
</tr>
<tr>
<td>Discount rate</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Fuel cost</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Diesel fuel</td>
<td>0.91 $/l</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Natural gas</td>
<td>3.30 $/GJ</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
3.5.2 Power management strategy

![Diagram of power management strategy]

**Fig. A3.9:** Power Management Strategy (PMS) for meeting electricity ($P_{\text{elec}}(t)$) and heating demand ($P_{\text{ther}}(t)$).
3.5.3 Sensitivity analysis of GA population size

3.5.4 PV modelling

The PV module’s current based on the single diode equivalent circuit is defined by the following Equation [76, 77], whereby \( I_L(t) \) is the light current, \( I_o \) is the diode reverse saturation current, \( R_s(t) \) is the series resistance, \( R_{sh} \) is the shunt resistance, and \( a(t) \) is the modified ideality factor.

\[
I_{PV}(t) = I_L(t) - I_o \left[ \exp \left( \frac{V + I_{PV}(t)R_s(t)}{a(t)} \right) - 1 \right] - \frac{V + I_{PV}(t)R_s(t)}{R_{sh}} \tag{3.15}
\]

The light current \( I_L(t) \) of PV module can be calculated using the Equation 3.16, where \( S(t) \) is the solar irradiance, \( T_{PV}(t) \) is the cell temperature, \( S_{ref} \) is the reference solar irradiation (1000 W/m²), \( I_{L,ref} \) is the short circuit current at the reference temperature (8.33 A), \( \kappa_t \) is the temperature coefficient of short circuit current (0.0005 °C⁻¹), and \( T_{ref} \) is the reference temperature (25 °C) [71, 72].

\[
I_L(t) = \left( \frac{S(t)}{S_{ref}} \right) \left( I_{L,ref} + \kappa_t (T_{PV}(t) - T_{ref}) \right) \tag{3.16}
\]

Additionally shunt resistance \( R_{sh} \) is calculated by the Equation 3.17, where \( V_{mp} \) is the maximum power point voltage, \( I_{mp} \) is the maximum power point current, \( V_{oc} \) is the nominal open circuit voltage, and \( I_{sc} \) is the short circuit current.

\[
R_{sh} = \frac{V_{mp}}{I_{sc} - I_{mp}} - \frac{V_{oc} - V_{mp}}{I_{mp}} \tag{3.17}
\]

On the other hand, the cell temperature is determined by Equation 3.18 [103], where \( T_{amb}(t) \) is the ambient temperature (°C), and \( W_s(t) \) is the wind speed (m/s):

\[
T_{PV}(t) = T_{amb}(t) + \frac{W_s(t)}{3.6} \tag{3.18}
\]
\[ T_{PV}(t) = 0.943 \times T_{amb}(t) + 0.028 \times S(t) - 1.528 \times W_{s}(t) + 4.3 \]  

(3.18)

3.5.5 Battery modelling

The state of charge of lead acid battery at any time step (t) is the summation of state of charge at the previous time interval (t-1) and the additional charge over the current time step (t) and is calculated by the Equation 3.19, whereas the battery state of charge during discharging can be calculated by Equation 3.20 [59, 72], where \( C_b \) is the nominal capacity of the battery, \( P_{PV}(t) \) is the power generation from PV module, \( P_{sup}(t) \) is the power generation by supplementary prime movers, \( \eta_{inv} \) is the inverter efficiency, and \( \Delta t \) is the simulation time step (15min).

\[
B_{SOC}(t) = B_{SOC}(t-1) + \frac{(P_{PV}(t)+P_{sup}(t)) \times \frac{P_{inv}(t)}{\eta_{inv}} \times \eta_b \times \Delta t}{C_b}
\]  

(3.19)

\[
B_{SOC}(t) = B_{SOC}(t-1) - \frac{(P_{inv}(t) \times (P_{PV}(t)+P_{sup}(t))) \times \eta_b \times \Delta t}{C_b}
\]  

(3.20)

In this study, the battery charging efficiency (\( \eta_b \)) is taken to be equal to the round trip efficiency of the battery and discharging efficiency (\( \eta_b \)) is set to 1 [57], and the battery state of charge is subjected to the following constraints at any time step (\( \Delta t \)):

\[
B_{SOC,\text{min}} \leq B_{SOC}(t) \leq B_{SOC,\text{max}}
\]  

(3.21)
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Chapter 4: Effect of Load Following Strategies, Hardware, and Thermal Load Distribution on Stand-alone Hybrid CCHP Systems

This chapter investigates the effects of two types of supplementary prime movers (internal combustion engines and micro gas turbines) when integrated with photovoltaic modules into hybrid energy systems (PV/Batt/ICE, PV/Batt/MGT). All systems analysed meet highly dynamic electric, heating, and cooling demands to a specified reliability (Loss of Power Supply Probability). The effects of adding an absorption chiller, thereby fundamentally transforming the systems from Combined Heat and Power to Combined Cooling, Heating, and Power is studied. This is done in the context of two different load following strategies (Following Electric to Thermal Load–FEL/FTL vs Following Electric Load–FEL). A Multi-objective Genetic Algorithm (GA) is implemented to optimise these systems based on both Cost of Energy and overall efficiency, the consequential outcomes of the simulations are also reported in terms of several key operational indicators. In this chapter, RQ 3 is addressed where optimised stand-alone CCHP system is investigated the effects of hardware, load characteristics, and power management strategies on the COE and energy efficiency.

4.1 Introduction

Combined Cooling, Heating, and Power (CCHP) systems utilise the waste heat from prime movers to satisfy cooling loads whilst also meeting heating and power demands. The merits of trigeneration include potentially improving overall system efficiency and reducing environmental emissions, and hence these systems have attracted attention globally [1]. Although CCHP systems are featured in large scale commercial and industrial applications (>1 MW), small–medium scale CCHP systems (<1 MW) are considered for remote communities, hospitals, and households especially where grid electricity is not readily available. In CCHP technologies, which integrate combustion–based prime movers, a proportion of the waste heat in the flue gases, 30 % of fuel input energy in Internal Combustion Engines (ICEs) or 66–73 % of fuel input energy in Micro Gas Turbines (MGTs), is recovered. Alternatively up to 30 % of the fuel energy input may be recovered from the water jacket in ICEs [2]. When larger scale trigeneration systems are connected to a national grid [3], any deficit of heating and cooling load can be met by a boiler (either electric or combustion driven) as well as electric chiller, respectively. On the other hand, in relation to small scale stand-alone hybridised CCHP systems, limited research is available in the literature [4, 5], particularly if these systems are hybridized by the addition of renewables. Hybridisation of CCHP applications is beneficial in three ways. Firstly, integrating renewable sources

---

4 This chapter has been published as a full research paper. 
Whilst efforts were made to retain original content of the article, minor changes such as number formats and font size style were implemented in order to maintain consistency in the formatting style of the thesis.
reduces reliance on fossil fuels; secondly, capturing the waste heat from supplementary prime movers substantially improves the overall efficiency; and thirdly, the availability of supplementary prime movers (i.e. ICE, MGT) helps increase system reliability when insufficient renewable power exists. In this regard, integrating renewable energy (e.g. PV, wind, biomass etc.) with conventional sources (e.g. ICE, MGT etc) also reduces dependency on fossil fuels and has the potential to improve the overall system efficiency up to 90% [6] by using waste heat from supplementary prime movers to meet heating and cooling load.

Prime movers such as Internal Combustion Engines, Micro Gas Turbines, gas turbines, steam turbines, Stirling engines, and high temperature fuel cells (FCs) are used extensively in CCHP applications [7-9]. However, where stand-alone hybrid energy systems are concerned, most of the research to date focuses on meeting electric (utility) the power demand only [10-13]. Although some studies use biomass [14], integrated solar collectors [15, 16] for meeting the heating and cooling demand, very little research has studied CCHP systems where PV with the supplementary prime movers is considered [17, 18]. In this context, Basrawi et al. [17] analysed a hybrid PV/MGT-based CCHP system with the economic (Net Present Value-NPV) and the environmental (CO2, NOx, and CO) consideration. They used life cycle cost analysis to assess the economic performance and environmental impact from operational emissions for MGT. However, the system was not optimised using intelligent techniques and only considered an hourly averaged (single) day load profile (not a dynamic load profile). Their study also did not have any details of the power management strategy. In a recent study, Yousefi et al. [18] carried out multi-objective optimisation of a hybrid ICE/PV-T driven CCHP system using dynamic load profiles and hourly resolved solar irradiation data, but did not present their load meeting reliability or the PMS. Additionally, their research was not based on stand-alone systems which gives merit for the present study.

The choice of Power Management Strategies strongly affects the system performance in particular stand-alone hybridised system to meet the reliably energy demand [19]. For this reason, providing details of the PMS used is significant to help interpret energy system research. In this regard, Wang and Yang [20] proposed a solar energy (evacuated tube collector) and ICE based grid connected CCHP system to meet electricity, hot water, and space heating/cooling using a hybrid PMS. Kang et al. [21] also compared the four types of PMS in a CCHP system, namely Following Electric Load (FEL), Following Thermal Load (FTL), their hybridisation (FEL/FTL or FHL) and Maximum efficiency. They found following a PMS focussed on maximum electrical efficiency is more beneficial under certain considerations. Zheng et al. [22] introduced a novel operational strategy based on Minimum Distance (MD) and found this to be more flexible and adaptable compared to FEL, FTL, and FEL/FTL. Liu et al. [23] optimised the operational strategy for the CCHP system using Matrix modelling approach. However, these strategies other than FEL, FTL, and FEL/FTL have benefits for some specific criterion.
<table>
<thead>
<tr>
<th>System components</th>
<th>Stand-alone/ Grid-connected</th>
<th>Optimisation methods</th>
<th>No of objectives</th>
<th>Modelling parameters</th>
<th>Optimisation parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td>ICE+ PV/Solar collector+Fuel Cell+ HE+ Absorption chiller</td>
<td>Stand-alone</td>
<td>PSO</td>
<td>Single</td>
<td>Minimization Net Present Cost (NPC)</td>
<td>-</td>
</tr>
<tr>
<td>ICE+HE+Heat Pump</td>
<td>Stand-alone</td>
<td>TRNSYS</td>
<td>-</td>
<td>Overall efficiencies, potential for integration in buildings</td>
<td>-</td>
</tr>
<tr>
<td>PV+CPVT+ET</td>
<td>Stand-alone/Grid-connected</td>
<td>GA</td>
<td>Multi</td>
<td>Relative Net Annual Benefit (RNAB) and exergy efficiency</td>
<td>Population size 100, number of generation 100, crossover probability 0.65, mutation probability 0.2</td>
</tr>
<tr>
<td>ICE+HE+ Absorption chiller</td>
<td>Grid-connected</td>
<td>GA</td>
<td>Multi</td>
<td>Minimising energy cost, maximising energy-saving ratio</td>
<td>Population size 150, number of generation 400, crossover probability 0.9, mutation rate 0.1</td>
</tr>
<tr>
<td>MGT+HRSG+ Absorption chiller</td>
<td>Grid-connected</td>
<td>GA</td>
<td>Multi</td>
<td>Exergy efficiency, levelised cost, environmental cost</td>
<td>Population size 500, number of generation 300, crossover probability 0.9, selection process tournament</td>
</tr>
<tr>
<td>ICE + PV/T</td>
<td>Grid-connected</td>
<td>GA</td>
<td>Multi</td>
<td>Minimize Net Present Cost (NPC), maximize Primary Energy Saving (PES)</td>
<td>Population size 50, number of generation 100, crossover probability 0.7, mutation probability 0.30, selection process Roulette wheel</td>
</tr>
<tr>
<td>ICE+HRSG+ Absorption chiller</td>
<td>Grid-connected</td>
<td>Multi-objective Linear Programming (MOLP)</td>
<td>GA</td>
<td>Total energy costs, CO₂ emissions</td>
<td>-</td>
</tr>
<tr>
<td>ICE+PV/Solar collector+ HE+ Absorption chiller</td>
<td>Grid-connected</td>
<td>GA</td>
<td>Single</td>
<td>Lifecycle environmental assessment</td>
<td>Population size 20, number of generation 100</td>
</tr>
<tr>
<td>ICE+Solar collectors+ HE+Absorption chiller</td>
<td>Grid-connected</td>
<td>GA and PSO</td>
<td>Single</td>
<td>Actual Annual Benefit (AAB)</td>
<td>GA: Population size 50-150, number of generation 300, crossover probability 0.8-0.9, Mutation probability 0.025-0.045</td>
</tr>
<tr>
<td>ICE+HE+ Absorption chiller</td>
<td>Grid-connected</td>
<td>GA and PSO</td>
<td>Single</td>
<td>Relative Annual Benefit (NAB)</td>
<td>PSO: Number of particles 50-150, Inertia weight factor 0.5-0.75, self-confidence factor 1.5-1.75, Swarm confidence factor 1.6-1.8</td>
</tr>
</tbody>
</table>

In CCHP systems, energy efficiency as well as considerations of economic and environmental sustainability are major optimisation objectives. The system sizing and optimisation process becomes more complicated if it involves many design parameters. As a consequence, the number of simulations (iterations) and thus optimisation process requires more time to reach the most viable solution. In this regard, evolutionary algorithms such as Genetic Algorithm (GA) [31, 32], Particle Swarm Optimisation (PSO) [33, 34] are effective. In this regard, Wang et al. [35] using GA optimised the capacity and operation of a CCHP system based on economic and environmental (CO₂ emission) indicators. Yao et
al. [36] studied a CCHP system with a gas engine, heat exchangers, and ammonia-water absorption refrigeration systems coupled with a compressor air storage system. Their system was optimised by an evolutionary multi-objective algorithm based on the thermodynamic (i.e. maximised exergy efficiency) and economic objectives (i.e. minimise total specific cost). The optimised solutions found from their study had an overall exergy efficiency of 53.04 % at a cost of 0.20 $/kWh. However, their system was not hybridised CCHP nor were details of the PMS used to derive their analyses reported. Wang et al. [37] investigated multi-objective optimisation of CCHP system based on flat-plate solar collectors with thermal storage (for heating) and an organic Rankine cycle with an ejector refrigeration system (for power and cooling). However, the study did not provide the details of load demands as well as the PMS. In summary, from Table 4.1, it is evident that there is a lack of research in relation to the optimisation of stand-alone hybrid CCHP systems using multi–objectives. In this study not only sufficient details are given in relation to the power management strategies used but also highly resolved load data or basing the load meeting reliability on the three loads (electric, heating and cooling) are incorporated, rather than electric only.

Utilising waste heat and integrating renewable energy with prime movers can significantly reduce the Cost of Energy (COE, $/kWh) and Life Cycle Emissions (LCE, kg-eq CO₂/yr) compared to meeting power only. However, in relation to studying CCHP systems designed to meet specific electric and thermal loads (i.e. cooling, heating), Soheyli et al. [38] optimised a system which included PV modules, wind turbines, and Solid Oxide Fuel Cells (SOFCs) as prime movers. They used a co-constrained multi–objective particle swarm optimization (CC-MOPSO) algorithm considering annual total cost and CCHP system area as objective functions using both Following Electric Load (FEL) and Following Thermal Load (FTL) strategies. They found that a CCHP system is more effective in terms of fuel consumption and emissions reduction compared to separately by using grid electricity for power and cooling as well as boiler for heating. Nevertheless, their system did not include any supplementary combustion–based prime movers for back–up and nor did they analyse the effects of different power management strategies to compare the system optimisations. Sanaye and Sarrafi [25] studied a grid connected CCHP system optimisation using NSGA-II (objective functions: relative annual benefit and exergy efficiency) equipped with PV, solar thermal, and evacuated tube to meet the power, heating, and cooling demand. Although the system used hourly load profiles, this was not stand-alone hybridised CCHP system as well as Power Management Strategies were not studied.

Justification for the present research is based on the fact that the aforementioned studies are mostly grid connected and used coarse time series (load profiles) for electrical power, heating, and cooling loads their optimisations. Although some of the earlier research works featured systems that were hybridised with renewable sources, none of them studied the load meeting reliability using well established indicators such as Loss of Power Supply Probability (LPSP). Additionally, details of the Power
Management Strategies (PMS) used were not available in many of these works. This makes it extremely challenging to contextualise the outcomes in relation to other conditions. In this context, the present study goes further keeping in mind the limitations discussed above and includes the following contributions:

- The CCHP system considered is not only entirely stand-alone and hybridised, but also supplemented by two types of prime movers (i.e. PV/Batt/ICE or PV/Batt/MGT) by using hardware performance characteristics. It does not consider auxiliary boilers to meet the heating \( (P_{\text{heat}}(t)) \) demand but uses waste heat and electrical plant equipment to meet heating \( (P_{\text{heat}}(t)) \), and cooling \( (P_{\text{cool}}(t)) \) load demands within a specific load reliability \( (\text{LPSP, } 0.01\pm0.005) \).
- Two types of PMS are tested to see the effects of using a Following Electric Load (FEL) versus both Following Electrical and Thermal Load (FEL/FTL). The intricate details of these are given.
- A multi-objective GA is used to simultaneously minimise the Cost of Energy (COE, $/kWh) and maximise the overall system efficiency \( (\eta_{\text{CCHP}}, \%) \) and the Technique for Order Preference by Similarity to Ideal Solution (TOPSIS) \([39]\) is applied to determine the final solution.
- The analyses are based on highly dynamic electric, heating, and cooling load profiles and meteorological data (15min temporal resolution) and the relative contributions of heating loads to cooling loads are varied for the same electric demand.
- The study also compares a CCHP system designed to meet an electric and heating load, with cooling met using electric and absorption chillers, with a CHP system meeting the same electric and heating load, but with cooling satisfied using electric chillers. This comparison therefore examines the impact of absorption chillers on the overall sizing and operational performance.

The analyses of both CHP and CCHP systems are reported using a magnitude of accepted indicators namely: \( \text{CO}_2, \text{NO}_x \) and LCE (kg-eq \( \text{CO}_2/\text{yr} \)), Duty Factor (DF), Recovered Waste Heat to Power (RWHP) generation, ratio of recovered waste to thermal demand, and Renewable Penetration (RP). As such, the simulations undertaken are based on comprehensive energy and cost analysis of stand-alone CCHP systems. The proposed small-scale hybridised CCHP system can be applied in the remote areas such as community hospitals, supermarkets, schools, offices, and small industry where grid connection is infeasible. However, the system needs to be experimentally validated and needs sufficient policy support for real world application in the remote community.

The present study is structured as follows: Section 2 describes the simulation methodology of different sub-systems and the optimisation; Section 3 analyses the effects of load following strategies and relative significance of heating to cooling load. The final section discusses the conclusions along with the future recommendations.
4.2 Methodology

Figure 4.1 shows a block diagram of the conceptual stand-alone hybrid CCHP system modelled in this paper. The renewably powered components within the design architecture consist of PV modules and a battery bank which are connected to a DC bus. Combustion–based supplementary prime movers in the form of multiple units of ICE or MGT along with the load demand (electric, heating, and cooling) are connected to the AC bus. The AC and DC bus exchange power through bi–directional converters. In this manner, the battery bank can be charged from both renewable sources (i.e. PV modules) as well as supplementary prime movers when power generation exceeds the load demand. One type of supplementary prime mover is considered in each simulated CCHP system, but with one or multiple units of ICEs (rated capacity 30 kW each) or similar capacity MGTs to supplement the base–line CCHP PV/Batt system. An exhaust heat recovery unit and absorption chiller are coupled with the prime movers to meet the heating \( P_{\text{ther}}(t) \) and cooling \( P_{\text{cool}}(t) \) demand, respectively. The simulations are undertaken using the performance characteristics of commercially available ICEs and MGTs [40, 41] with \( P_{\text{sup,min}} = 30 \% \) of rated power as used elsewhere [42, 43]. It should be noted that data for these polynomial fits appear as continuous trend lines and presented in an earlier work [44].

Fig.4.1: Schematic diagram of PV/Batt/ICE and PV/Batt/MGT-based hybrid CCHP system.
Fig. 4.2: Relative contributions of electric ($P_{\text{elec}}$), heating ($P_{\text{ther,h}}$), and cooling ($P_{\text{ther,c}}$) load towards total demand over one week in July. Profiles relate to three monthly (July to September) averages of $P_{\text{elec}}$, $P_{\text{ther,h}}$, and $P_{\text{ther,c}}$.

Figure 4.2 (a) demonstrates the dynamically varying electric, heating, and cooling load demands which are kept in the ratio 30:35:35 when averaged over the three months (July to September). Additionally, Figures 4.2 (b-c) also depict the two scenarios of varying the relative contributions of electric, heating, and cooling (30:50:20; and 30:20:50) where heating and cooling are varied twice (70:30 and 30:70) within the thermal load. In this study, load profiles and meteorological data are assumed constant within the 15min time interval. In Figure 4.1 hardware components related to meeting the thermal demand

---

Figures 4.2 (a) and 4.2 (b) show the load demand over one week in July for different load ratios. Figure 4.2 (a) demonstrates the load distribution with a 30:35:35 ratio for electric, heating, and cooling, respectively. Figures 4.2 (b) and 4.2 (c) depict the load for two scenarios: 30:50:20 and 30:20:50, respectively.
include two types of heat exchangers to recover waste heat from either the water jacket (ICE) or exhaust gases (ICE and MGT). Absorption chillers are also used to meet the cooling demand (using the waste heat). Where waste heat from supplementary prime movers is not sufficient to meet the heating or cooling load, an electric (resistance) water heater and electric chiller are used as back-up sources, respectively. Their power is then combined within the electric load.

4.2.1 PV model and meteorological data

In this work, mono crystalline silicon PV modules, each of 0.8 m² area and 135 W capacity are considered (Make: Heckert Solar, Model: HS-PL 135). The power generation from the array made up of multiple of these PV modules is determined using the performance characteristics curve [45]. A single diode equivalent circuit for developing the mathematical model of the PV module is considered [46, 47]. The performance characteristics of the PV modules are as follows: nominal open circuit voltage of 22.3 V; short circuit current of 7.95 A; maximum power point voltage of 18 V; maximum power point current of 7.48 A; reference solar irradiation of 1000 W/m²; reference temperature of 25 °C; short circuit current at reference temperature of 8.33 V; and temperature coefficient of short circuit current of 0.0005/°C [45, 48]. The effects of ambient temperature and the wind speed have also been integrated into the model, which is not commonly done in some previous studies [49, 50]. To facilitate using real meteorological data, a remote area of Western Australia (Broome: latitude of 17˚56’S, longitude of 122˚14’E) is selected.

![Fig. 4.3: Time resolved solar irradiation, ambient temperature, and wind speed over three months (July to September 2016).](image)

Meteorological data (i.e. solar irradiation, wind speed, and ambient temperature) from the Australian Bureau of Meteorology [51] is used for a three month period as shown in Figure 4.3. The annual solar irradiation of the region is 2,290 kW/m² with a peak of 1.14 kW/m².
4.2.2 Battery modelling

Surplus energy generated by the PV modules and supplementary prime movers is stored into a lead acid battery bank. Each battery has a 2.4 kWh (200 Ah, 12 V) capacity with 85% round-trip efficiency [52]. The battery charge efficiency of 85% (as round-trip efficiency) and battery discharge efficiency of 100% have been taken while calculating the battery state of charge [53]. The role of the battery bank is to supply the required energy in the absence of any operational supplementary prime movers (not feasible due to their operating loads falling below the minimum starting threshold (P_{sup,min}) of the ICE or MGT). In this study, a minimum state of charge of 20% (B_{SOC,min}=0.2B_{SOC,max}) is considered for the longevity of the battery bank [53]. A bi-directional inverter with 95% efficiency [54] is connected between AC and DC buses. This acts both ways to convert DC voltage (to AC) from PV modules and AC voltage (to DC) from prime movers to charge the batteries. In the process of optimisation, battery charging and discharging models are adopted from the research [48, 49]. Battery lifetime can be expressed based on number of years or charge/discharge cycles. In the present study, the former method is used in agreement with other research [13].

4.2.3 Waste heat recovery and heat exchangers

In this study, shell and tube heat exchangers are considered for waste heat recovery from ICES and MGTs. In the absence of published models for the ICE exhaust gas temperature or jacket water temperatures (and their flow rates) for similarly sized ICES at part load condition, the approach taken in this study to calculate waste heat recovered relies on reported fuel consumption (at partial load) for naturally aspirated diesel engines [2]. In this manner the recovered waste from jacket water and exhaust gas can be determined by Equation 4.1 and Equation 4.2, respectively and the fuel energy consumed over each time step (Equation 4.1).

\[
WH_{JW,ICE}(t) = 0.000008 \times P_{ICE}^2(t) + 0.7503 \times P_{ICE}(t) + 2.4757 \tag{4.1}
\]

\[
WH_{Exh,ICE}(t) = 0.000001 \times P_{ICE}^2(t) + 0.6573 \times P_{ICE}(t) - 0.314 \tag{4.2}
\]

In Following Hybrid Load (FEL/FTL) demand where a Power Management Strategy (PMS) needs to operate based on both the FEL and the FTL. In this regard, FTL strategy to run based on the thermal demand. The relationship between the total recovered waste (WH_{ICE}(t)) and at partial loads can then be determined by Equation 4.3.

\[
P_{ICE}(t) = -0.000002 \times WH_{ICE}^2(t) + 0.7104 \times WH_{ICE}(t) - 1.5246 \tag{4.3}
\]

However, the heat recovered system is integrated for the MGT system with the engine. A simple schematic diagram for exhaust heat exchanger and jacket water heat exchanger are shown in Figures 4.4 (a) and 4.4 (b), respectively. The exhaust gas heat exchanger outlet temperature (T_{HE, out}) is considered as 423K to avoid corrosive effects of condensation in exhaust piping [41].
As for the MGT, exhaust gas mass flow rates (kg/h) and exhaust gas temperature (K) are used from operational data [41, 55]. These are dependent on the power supplied by the supplementary prime movers at any time interval and calculated for a single 30 kW MGT unit as follows:

$$\dot{M}_{\text{Exh,MGT}}(t) = 1 \times 10^{-14} \times P_{\text{MGT}}^2(t) + 22.982 \times P_{\text{MGT}}(t) + 426.82$$  \hspace{1cm} (4.4)

$$T_{\text{Exh,MGT}}(t) = -0.0048 \times P_{\text{MGT}}^2(t) + 3.0235 \times P_{\text{MGT}}(t) + 462.43$$  \hspace{1cm} (4.5)

The available heat energy recovered from the supplementary prime movers can be calculated from Equation 4.6, whereby $\dot{M}_{\text{Exh,MGT}}(t)$ is the exhaust gas flow rate for the MGT. Additionally, $C_{pg}(t)$ is the specific heat of exhaust gas and is calculated using Equation 4.7 [56], where $T_{\text{Exh,MGT}}(t)$, $T_{\text{HE, out}}$ are exhaust outlet temperature of MGT and heat exchanger outlet temperature, respectively.

$$WH_{\text{Exh,MGT}}(t) = \dot{M}_{\text{Exh,MGT}}(t) \times C_{pg}(t) \times (T_{\text{Exh,MGT}}(t) - T_{\text{HE, out}})$$  \hspace{1cm} (4.6)

$$C_{pg}(t) = 0.991615 + \frac{6.99703 T_{\text{Exh,MGT}}}{10^5} + \frac{2.71298 T_{\text{Exh,MGT}}^2}{10^7} - \frac{1.22442 T_{\text{Exh,MGT}}^3}{10^{10}}$$  \hspace{1cm} (4.7)

Using Equation 6, the recoverable waste heat based on partial load of MGT can be modelled by the following Equation:

$$WH_{\text{MGT}}(t) = -0.000003 \times P_{\text{MGT}}^2(t) + 1.3056 \times P_{\text{MGT}}(t) - 1.0554$$  \hspace{1cm} (4.8)

However, in a PMS based on an FEL/FTL strategy in some instances, the supplementary prime movers need to operate based on the thermal demand requirements and hence the power generation in such cases can be calculated using the following Equation:

$$P_{\text{MGT}}(t) = 0.000002 \times WH_{\text{MGT}}^2(t) + 0.7659 \times WH_{\text{MGT}}(t) + 0.8122$$  \hspace{1cm} (4.9)

For both ICEs and MGTs, and by taking into account heat loss due to piping, the available exhaust heat energy is then calculated using Equation 4.10, whereby $\zeta$ is the pipe loss co-efficient (0.95) [17].

$$Q_{\text{heat,avl}}(t) = \zeta WH_{\text{sup}}(t)$$  \hspace{1cm} (4.10)

The actual available useful heat energy can be obtained from Equation 4.11, where $\varepsilon$ is the effectiveness (0.8) of heat exchanger.

$$Q_{\text{heat}}(t) = \varepsilon Q_{\text{heat,avl}}(t)$$  \hspace{1cm} (4.11)

### 4.2.4 Absorption chiller

The heat energy from a heat exchanger is first fed into the absorption chiller to meet the cooling load (chilled water in this study). LiBr-water and NH$_3$-water are two of the most commonly used working fluids as refrigerants; however, the COP for LiBr-water is higher than NH$_3$-water shown in Table 4.2. In this study, a single-effect hot water (inlet temperature to generator section at 358 K shown in Figure 4.4 (c)) driven absorption chiller with LiBr-water as the working fluid is integrated into the simulation. Chilled water from the evaporator section is then supplied as a cooling load to the demand site. The system is however considered to operate as steady-state and so the transient behaviour of absorption chillers is not taken into account. In this context, there is no conclusive evidence in the literature to help
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Fig. 4.4: Functional block diagram of (a) Exhaust heat exchanger, (b) Jacket water heat exchanger, (c) single effect H$_2$O-LiBr absorption chiller, (d) electric water heater, and (e) electric chiller.
establish the time required to reach steady-state in these devices [57]. Moreover, none of the studies reported in Table 4.1 included the transient behaviour of absorption chillers. The cooling load \( P_{\text{cool}}(t) \) satisfied by the absorption chiller is calculated by Equation 4.12 [58], where \( Q_T(t) \) is the heat energy input to the absorption chiller and \( \text{COP}_{AC} \) is the co-efficient of performance of the absorption chiller.

\[
P_{\text{cool}}(t) = Q_T(t) \times \text{COP}_{AC}
\]  

(4.12)

### 4.2.5 Electric water heater

In both CHP and CCHP systems, electric (resistance) heaters are used to supply the necessary thermal load demand when this cannot be satisfied using ICEs or MGTs as shown in Figure 4.4(d). However, in this study, a combustion based boiler has not been considered to limit the operational emissions as the electric water heater is powered by the PV modules and battery bank. The electrical energy requirements can be measured from the overall process heater efficiency \( \eta_{\text{wh,sys}} \) which is calculated by the Equation 4.13, where \( EWH_{\text{elec}}(t) \) is the electrical energy input to the heater and \( EWH_{\text{heat}}(t) \) is the total outlet energy [59]. An efficiency, \( \eta_{\text{wh,sys}} = 97\% \) has been considered for system modelling [60].

\[
EWH_{\text{elec}}(t) = \frac{EWH_{\text{heat}}(t)}{\eta_{\text{wh,sys}}}
\]  

(4.13)

**Table 4.2: Characteristics of absorption chillers [61].**

<table>
<thead>
<tr>
<th></th>
<th>Single effect (LiBr-Water)</th>
<th>Single effect (NH(_3)-Water)</th>
<th>Double effect (LiBr-Water)</th>
<th>Double effect (NH(_3)-Water)</th>
<th>Triple effect (LiBr-Water)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Operating temperature (˚C)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>- Heating</td>
<td>80–110</td>
<td>120–150</td>
<td>120–150</td>
<td>120–150</td>
<td>200–230</td>
</tr>
<tr>
<td>- Cooling</td>
<td>5–10</td>
<td>&lt;0</td>
<td>5–10</td>
<td>&lt;0</td>
<td>5–10</td>
</tr>
<tr>
<td>Cooling capacity, kW (ton)</td>
<td>35 (10)–5.250 (1500)</td>
<td>10.5 (3)–3.500+ (1000+)</td>
<td>700 (200)–5.250 (1500)</td>
<td>Up to 3,500 (1000)</td>
<td>N/A</td>
</tr>
<tr>
<td>COP</td>
<td>&gt;0.7</td>
<td>0.5</td>
<td>&gt;1.2</td>
<td>0.8–1.2</td>
<td>1.4–1.5</td>
</tr>
<tr>
<td>Applications</td>
<td>Large water chiller</td>
<td>Commercial</td>
<td>Large water chiller</td>
<td>Experimental unit</td>
<td>Computer model and experimental unit</td>
</tr>
</tbody>
</table>

### 4.2.6 Electric chiller

The deficit of cooling load requirement for CCHP system can be met using electric chillers. A centrifugal type water chiller is considered in this study. Figure 4.4 (e) shows the simple schematic diagram of an electric chiller. The power requirement for chiller is obtained from the following Equation [1]:

\[
EC_{\text{elec}}(t) = \frac{EC_{\text{cool}}(t)}{\text{COP}_{EC}}
\]  

(4.14)

where, \( \text{COP}_{EC} \) is the Coefficient of Performance of the electric chiller (\( \text{COP}_{EC} = 3.50 \) in this study) and \( EC_{\text{cool}}(t) \) is the cooling load (heat removed by the chiller in kW).
4.2.7 Reliability index

In this study, Loss of Power Supply Probability (LPSP) a feasible measure of hybridised system performance, is considered as it is widely used with hybridised power systems meeting electric demand [10, 53, 62]. An LPSP of zero (0) means the total load demand is always satisfied, whereas an LPSP of unity (1) means the load is never satisfied. However, the concept of LPSP has not been considered in the context of CCHP systems [1, 17]. In this regard, LPSP is defined as the ratio of missed load (electric, thermal, and cooling, kWh) over a given period of time T, to the load demand over that time as calculated by Equation 4.15. Here \(LPS(t)\) is the sum of the loss of electric load \(LPS_{elec}(t)\), thermal load \(LPS_{heat}(t)\) to equivalent electric load and cooling load \(LPS_{cool}(t)\) to equivalent electric load at any time interval and \(E_L(t)\) is the sum of the equivalent electric load demand \(E_{elec}(t) = E_{ther}(t) + \frac{E_{heat}(t)}{\eta_{wh,sys}} + \frac{E_{cool}(t)}{COP_{EC}}\), over the period T. This system is assumed to meet electric, hot water as heating load, and cold water as cooling load in a stand-alone (off-grid) areas with specified LPSP (0.01±0.005).

\[
LPSP = \frac{\sum_{t=1}^{T} LPS(t)}{\sum_{t=1}^{T} E_L(t)}
\] (4.15)

4.2.8 Power management strategy

A Power Management Strategy (PMS) to control the switching algorithm among the different components of the hybrid CCHP system is shown in Figure 4.5. In this study, a hybrid (FEL/FTL) PMS incorporating both Following Electric Load (FEL) and Following Thermal Load (FTL) has been considered. Additionally, a comparison has been made between FEL/FTL and FEL.

The PMS starts by first calculating the total load demand \(P_L(t)\) at any time step. This is represented by the sum of electric \((P_{elec}(t))\), heating \((P_{ther, h}(t))\), and cooling \((P_{ther, c}(t))\) load demand, corrected for the efficiency of electric heating and cooling devices, as given in Equation 4.16. The time-dependant term \(P_L(t)\) will also be used (later) to calculate the Cost of Energy (COE).

\[P_L(t) = P_{elec}(t) + \frac{P_{ther, h}(t)}{\eta_{wh,sys}} + \frac{P_{ther, c}(t)}{COP_{EC}}\] (4.16)

The demand is then compared with the power generated in that time interval from the PV module \(P_{PV}(t)\) to determine the net deficit or surplus as per Equation 4.17.

\[P_{Net}(t) = P_{PV}(t) - P_L(t)\] (4.17)

Where renewables generate greater power than the load demand \((P_{Net}(t) > 0)\) and batteries are not fully charged \((B_{SOC}(t) < B_{SOC,max})\), surplus renewable energy is used to charge the batteries until they reach a maximum state of charge \((B_{SOC}(t) = B_{SOC,max})\). Any remaining (surplus) available power after battery state of charge touches to its maximum level is considered excess energy EE (t) in that time
interval. As such, this excess energy that cannot be stored anymore is referred as dump energy. However, when $P_{PV}(t) = P_{L}(t)$, it follows that $P_{Net}(t) = 0$ and the load is met (Meet $P_{L}(t)$). On the other hand, when renewable power cannot meet instantaneous demand ($P_{Net}(t) < 0$) it can be met by one of two options. If the battery bank power $P_{B}(t)$ is above its minimum state of charge ($B_{SOC,min}=0.2 \cdot B_{SOC,max}$) and $P_{PV}(t) + P_{B}(t) \geq P_{L}(t)$, then batteries are discharged so as to completely meet the demand. If $P_{PV}(t) + P_{B}(t) < 0$, the load demand is met by supplementary prime movers operating at $P_{sup}(t)$ if the demand is above the minimum starting threshold ($P_{sup,min}=30 \%$ of rated power). In any time interval if either of the above options are not available, then the demand is considered as unmet load in that time interval (Unmet $P_{L}(t)$). The above described parts of the algorithm only relate to meeting electric and thermal loads using PV, stored energy and electric heaters or chillers, whereby the electric demand is lower than the $P_{sup,min}$, electric heaters and electric chillers are used to satisfy thermal loads.

At any stage, when the deficit power ($P_{Net}(t) > 0$) is above the minimum starting threshold of the supplementary prime movers (i.e. ICEs or MGTs), the load demand ($P_{L}(t)$) is then met by running the ICE or MGT. In this stage waste heat generated from the ICE (exhaust and jacket water heat) and MGT (exhaust heat) is calculated using Equations 2, 3, and 11. This emulates the Following Electric Load (FEL) where the thermal demand can fully or partially be met by recovered waste heat and the rest of the demand is met by using electric heaters and electric chillers.

In following a FEL/FTL strategy, prime movers are first dispatched to meet all the electric demand ($P_{elec}(t)$), with recovered waste to meet the heating demand ($P_{ther,h}(t)$) via heat exchangers and absorption chiller to meet cooling demand ($P_{ther,c}(t)$). In this process, the PMS checks whether thermal demand is met fully or partially by the recovered waste heat generated on the way to meeting the electric demand. However, when the thermal demand ($P_{ther}(t) = P_{ther,h}(t) + \frac{P_{ther,c}(t)}{COP_{AC}}$) is much greater than the electric demand, the prime movers then run to meet the thermal load requirements as shown in dashed frame box in Figure 4.5. In this time interval after meeting the electric demand the additional electrical energy from the supplementary prime movers is used to charge the battery until the maximum state of charge ($B_{SOC,max}$), and rest of energy is considered as excess energy which is dumped.
Fig. 4.5: Power Management Strategy (PMS) for meeting electricity ($P_{\text{elec}}(t)$), heating ($P_{\text{ther,h}}(t)$) and cooling demand ($P_{\text{ther,c}}(t)$).
4.2.9 GA optimisation modelling

The hybridised CCHP system is optimised based on the multi-objective functions (COE, $/kWh and $\eta_{CHP}$, %) using MATLAB-based Genetic Algorithm (GA) technique. In this regard, the optimal sizing of hardware components is determined while meeting a specified LPSP (0.01±0.005). The decision variables in this study include the number of supplementary prime movers ($N_{sup}$), number of PV modules ($N_{PV}$), and the number of lead acid batteries ($N_{batt}$).

**Objective functions:** In this study, two objective functions: (i) Cost of Energy-COE ($$/kWh) which is to be minimised and (ii) the overall CHP/CCHP efficiency, $\eta_{CHP/CCHP}$ (%) of supplementary prime movers is to be maximised in the process of optimisation.

**Cost of Energy (COE):** Cost of Energy is an important parameter for economic optimisation of hybridised system configurations which is calculated using Equation 4.18, where $c_{A, cap}$ is the capital cost determined using Equation 4.19 and 4.20 [42].

$$\text{Min COE} = \frac{c_{A, cap} + c_{A, O&M} + c_{A, fuel}}{E_S} \quad (4.18)$$

$$c_{A, cap} = \sum_i C_{cap,i} \times CRF_i \quad (4.19)$$

$$CRF = \frac{d(1 + d)^n}{(1 + d)^n - 1} \quad (4.20)$$

where $C_{cap,i}$ is the capital cost of $i$th system components, $CRF_i$ is the capital recovery factor for $i$th components, $d$ is the discount rate (10 % in this study), and $n$ is the components life time. A project life time of 25 years in accordance with the maximum life time of PV module is considered. The $c_{A, O&M}$ is taken as 2.5 % of capital cost [42] and the $c_{A, fuel}$ of the supplementary prime movers is determined using the fuel consumption over the years. In this regard, $E_S = (\sum P_L - \sum U_L) \times \Delta t$ is the annual equivalent electrical energy which is combined heating, cooling, and electric energy served and excludes the excess and the unmet load. Table A4.6 (Appendix) presents the relevant costs for the system components. However, the costs presented here do not include fabrication, installation, and labour costs. The cost for circulation pumps, piping, fabrication materials, and control instrumentations are also not included in this study. As the MGT has heat recovery module integrated with the power generating set, the cost associated with the heat exchanger has not been considered separately. The lifetime of heat exchanger is considered equal to the life span of supplementary prime movers.

**Overall CHP/CCHP Efficiency ($\eta_{CHP/CCHP}$):** The second objective function is considered as utilisation overall efficiency of supplementary prime movers which is to be maximised. In deriving this efficiency, the fuel consumption of prime movers needs to be considered.
For the ICEs used in the present simulations, the fuel energy (kW) can be derived from engine operating characteristics [40]. Polynomial fits of these are described in Equation 4.21, whereby \( P_{ICE}(t) \) is the ICE operating power of ICE in any time interval.

\[
F_{ICE}(t) = -0.00001 \times P_{ICE}^2(t) + 2.7074 \times P_{ICE}(t) + 0.7194
\]  

(4.21)

As for the MGTs, the fuel energy (kW) is similarly derived from polynomial fits based on operational characteristics [41, 55]. Equation 4.22 expresses this fuel usage whereby \( P_{MGT}(t) \) is the MGT operating power at any time interval.

\[
F_{MGT}(t) = 0.00003 \times P_{MGT}^2(t) + 3.8507 \times P_{MGT}(t) + 6.3341
\]  

(4.22)

With the above in mind, Equation 4.23 can be used to find the overall CCHP system efficiency, with it also describing CHP efficiency if cooling load is not met via recovered waste heat.

\[
\max \left( \eta_{CCHP}(t) \right) = \left( \frac{-P_{sup}(t) + P_{heat}(t) + P_{cool}(t)}{F_{sup}(t)} \right)
\]  

(4.23)

where \( P_{sup}(t) \) is the power generation from the supplementary prime movers (i.e. ICEs or MGTs), \( P_{heat}(t) \) is the heating demand met using recovered waste heat via heat exchanger, \( P_{cool}(t) \) is the cooling demand met using recovered waste heat via absorption chiller, and \( F_{sup}(t) \) is the fuel energy input to the supplementary prime movers. The global optimisation toolbox using MATLAB minimises objective functions. In this regard, to maximise the objective function, minimise \(- \max \left( \eta_{CCHP}(t) \right) \) as the point at which the minimisation of function occurs is the same point maximisation of \( \max \left( \eta_{CCHP}(t) \right) \) takes place.

**Constraints**: The system sizing optimisation is subjected to the following constraints:

\[
N_{sup,\text{min}} \leq N_{sup} \leq N_{sup,\text{max}}
\]  

(4.24)

\[
N_{PV,\text{min}} \leq N_{PV} \leq N_{PV,\text{max}}
\]  

(4.25)

\[
N_{bat,\text{min}} \leq N_{bat} \leq N_{bat,\text{max}}
\]  

(4.26)

\[
B_{SOC,\text{min}} \leq B_{SOC} \leq B_{SOC,\text{max}}
\]  

(4.27)

\[
P_{sup,\text{min}} \leq P_{sup} \leq P_{sup,\text{max}}
\]  

(4.28)

\[
0.005 \leq LPSP \leq 0.015
\]  

(4.29)

The lower and upper bounds in Equations 4.24 to 4.26 are directly entered into the optimisation toolbox. Lower bounds of \( N_{sup,\text{min}} = 1, N_{PV,\text{min}} = 100, N_{bat,\text{min}} = 10 \), and upper bounds of \( N_{sup,\text{max}} = 10, N_{PV,\text{max}} = 1500, N_{bat,\text{max}} = 100 \) are chosen for the optimisations. The constraints expressed by Equations 4.27-4.29 related are formulated in the PMS and reflected in the MATLAB M-file representing both objective functions and non-linear constraints.

**Consequential performance**: The optimised system configurations are further simulated to analyse the consequential CO\(_2\) and NO\(_x\) emissions over the period. In this study, the emissions factors for ICE are considered as 650 kgCO\(_2\)/MWh and 10 kgNO\(_x\)/MWh, whereas for the MGT these factors are 720
kgCO$_2$/MWh and 0.1 kgNO$_x$/MWh [61]. The study also estimates the Life Cycle Emissions (LCE, kgCO$_2$-eq/yr) which is calculated from Equation 4.30 and Table A4.6 (Appendix), where, $\beta_i$ (kg CO$_2$-eq/kWh) is the lifetime equivalent CO$_2$ emissions of each hardware component (i) and $E_L$ (kWh) is the amount of energy converted (or stored in batteries). It should be noted here that despite many works being undertaken into CCHP systems [1, 4, 18, 24, 26-29] as shown in Table 4.1, no details are presented in relation to the consequential LCE.

$$LCE = \sum_{i=1}^{N} \beta_i E_L$$  \hspace{1cm} (4.30)

Additionally, the Recovered Waste Heat to Power Generation (RWHP) is defined in this study by Equation 4.31, where $P_{heat}(t)$ is the thermal load and $P_{cool}(t)$ is the cooling load met by the recoverable waste relative to the total (electric) power output ($P_{sup}(t)$) of the ICE or MGT over each time step.

$$RWHP = \frac{\sum P_{heat}(t) + \sum P_{cool}(t)}{\sum P_{sup}(t)}$$  \hspace{1cm} (4.31)

The Duty Factor which is the amount of energy generation per start-stop of the supplementary prime movers calculated using Equation 4.32, where $E_{sup}(t)$ is the energy generation from the supplementary prime movers over the period of $T$ and $N_{s/s}$ is the number of start-stop of prime movers over the same period.

$$DF = \frac{\sum_{t=1}^{T} E_{sup}(t)}{\sum_{t=1}^{T} N_{s/s}}$$  \hspace{1cm} (4.32)

In this study, Renewable Penetration (RP) is also calculated which is the energy generated (useful, excludes dumped/excess PV energy) by the PV modules to meet the load demand (i.e. electric $P_{elec}(t)$, thermal $P_{ther,h}(t)$, and cooling $P_{ther,c}(t)$).

**Determination of final solution:** In multi-objective optimisation, every solution in the Pareto front is an optimal solution, therefore a decision making process is necessary to find a single solution. There are several decision making methods to find the final single solution in multi-objective optimisation problems: Fuzzy membership function [63], LINMAP (Linear programming technique for Multidimensional Analysis of Preferences) [39], and TOPSIS (Technique for Order Preference by Similarity to Ideal Solution) [39]. Sayyaadi and Mehrabipour [39] used multi-objective optimisation and found the best results using the TOPSIS decision making process. In the present study, a TOPSIS decision making process is also applied to find the final optimal solution. As the dimension of various objective functions could be different (e.g. Overall Efficiency is non-dimensional, and COE is $$/kWh); hence it is necessary to unify the dimensions and scales of all the objective functions. In this regard, an Euclidian non-dimensionalisation is used as shown in Equation 4.33, where the non-dimensionalised objective $F_{ij}^N$ is used for both minimisation and maximisation problems [39].
\[ F_{ij}^n = \frac{F_{ij}}{\sqrt{\sum_{i=1}^{n}(F_{ij})^2}} \] (4.33)

In the TOPSIS method, the Euclidian distance of each solution on the Pareto front from the ideal solution, a solution which is optimised without satisfaction of other objectives is calculated as follows:

\[ D_{i+} = \sqrt{\sum_{j=1}^{n}(F_{ij} - F_{ij}^{\text{ideal}})^2} \] (4.34)

where \( n \) is the number of objective functions, \( i \) is the each solution on the Pareto front (\( i=1,2,3,\ldots,m \)), and \( F_{ij}^{\text{ideal}} \) is the ideal solution for \( j \)th objective. The solution also needs to determine the distance from the non-ideal point (i.e. worst value of each objective in the solution space) using Equation 4.35.

\[ D_{i-} = \sqrt{\sum_{j=1}^{n}(F_{ij} - F_{ij}^{\text{non-ideal}})^2} \] (4.35)

In the process of achieving final solution a parameter \( C_l \) is defined as follows:

\[ C_l = \frac{D_{i-}}{D_{i+} + D_{i-}} \] (4.36)

In this method, one of the solutions on the Pareto frontier which maximises \( C_l \) is designated as the final solution as shown by Equation 4.37.

\[ i_{\text{Final}} = i \in \max(C_l) \] (4.37)

In this context, Figures 4.6 (a) and (b) show the final solution of Pareto front for PV/Batt/ICE, and PV/Batt/MGT, respectively while operating on FEL/FTL type PMS. Although MATLAB toolbox gives the efficiency as negative values (so as to minimisation occurs at maximum negative value of the objective function), the data reported here \( 1-\eta_{\text{CCHP}} \) as shown in Figures 4.6 (a) and (b). The final solution is selected based on the shortest possible geometric distance from the ideal solution and the longest possible distance from the non-ideal solution. Table 4.3 shows the choice of GA parameters for the multi-objective optimisations. The detailed methodology and justification for selecting the GA population size, number of generation, and other parameters features in an earlier work [44]. The study uses a MATLAB optimisation toolbox to implement the multi-objective genetic algorithm. The decision variables include: number of PV modules, \( N_{PV} \); number of lead acid batteries, \( N_{batt} \); and number of supplementary prime movers, \( N_{sup} \). A non-linear constraint function which is a representation of LPSP is written in one M-file. Another M-file of fitness functions (objective functions) is developed using the PMS and Equations 4.20, 4.23, and 4.27-4.29. Constraints related to bounds (upper and lower bound depicts in Equations 4.24 to 4.26) are directly entered into the toolbox.
Fig. 4.6(a): Pareto Front for PV/Batt/ICE when operating FEL/FTL type PMS.

Fig. 4.6(b): Pareto Front for PV/Batt/MGT when operating FEL/FTL type PMS.

Table 4.3: Multi-objective genetic algorithm optimisation parameters.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Population size</td>
<td>200</td>
</tr>
<tr>
<td>Maximum number of generations</td>
<td>100</td>
</tr>
<tr>
<td>Crossover probability</td>
<td>0.8</td>
</tr>
<tr>
<td>Crossover function</td>
<td>Constraints dependant</td>
</tr>
<tr>
<td>Selection function</td>
<td>Tournament</td>
</tr>
<tr>
<td>Tournament size</td>
<td>2</td>
</tr>
</tbody>
</table>
4.3 Results and discussion

In this study, analyses are presented for the effects of different load following strategies (FEL/FTL vs FEL) while meeting an electric $P_{\text{elec}}(t)$, heating $P_{\text{ther},h}(t)$, and cooling $P_{\text{ther},c}(t)$ load. In the first part of this section, the effects of adding an absorption chiller to a CHP system, thus yielding CCHP, are compared to meeting the same cooling load (in CHP systems) via electric chillers. In the second part of this section, the sensitivity of the outcomes when using different ratios of heating and cooling demands against the same electric load, are examined. Throughout these analyses, results are reported not only in terms of the GA optimised functions ($\text{COE, } \$/\text{kWh}; \eta_{\text{CHP}}$ or $\eta_{\text{CCHP}}, \%$) but also consequential system performance expressed through operational $\text{CO}_2$, $\text{NO}_x$ emissions (kg), Renewable Penetration ($\text{RP, } \%$), and Duty Factor ($\text{DF, } \text{kWh/start-stop}$) are included. The effects of using different type supplementary prime movers (ICE or MGT) on these systems are also presented.

4.3.1 Effect of hardware and PMS (FEL vs FEL/FTL)

An Electric to Thermal Load Ratio (ETLR) of 30:70 is first considered, whereby almost equal heating (52,549 kWh) and cooling demands (53,781 kWh) apply alongside the need to meet an electric load (48,347 kWh). Systems compared operate on a FEL/FTL type PMS. In the CCHP configuration analysed, the cooling load is met by an absorption chiller (if supplementary prime movers operate) or by a back-up electric chiller (if prime movers do not run when loads are relatively low and do not meet the start-up criteria $P_{\text{sup,min}}$). With the CHP systems, cooling load is only met by an electric chiller. In both CHP and CCHP systems, the heat source is either recovered waste heat from the ICE (exhaust gas and water jacket) or MGT (exhaust gas). As such, the analysis which follows specifically addresses the question: how does adding absorption chillers affect stand-alone hybrid systems meeting three loads ($P_{\text{elec}}, P_{\text{ther},h}, P_{\text{ther},c}$)?

Cost of Energy (COE): In terms of the two objective functions which are optimised in each of the systems studied, the first (CCHP) and third column pairs (CHP mode which does not include an absorption chiller) in Figure 4.7 (a) shows that for both PV/Batt/ICE and PV/Batt/MGT systems all on the same PMS (FEL/FTL), the CHP mode has cost of energy reductions of around 11% compared to the CCHP. This is because adding the absorption chiller to CCHP systems increases the annualised cost when meeting the same LPSP.

Efficiency ($\eta_{\text{CHP/CCHP}}$): Figure 4.7 (b) indicates that using an absorption chiller (FEL/FTL, CCHP) leads to some improvements in system efficiency over CHP in both PV/Batt/ICE and PV/Batt/MGT systems. However, these efficiency gains compared to CHP are negligible when CCHP systems operate on a simpler FEL type PMS (middle column pair). Therefore, adding absorption refrigeration systems under some Power Management Strategies (FEL) may not necessarily lead to the optimal efficiency.
Fig. 4.7: The effects of load following strategy (FEL/FTL, FEL) on hybrid systems operating to meet load profiles with $P_{\text{elec}}:P_{\text{ther}}=30:70$. A comparison between CHP and CCHP configurations is shown for both PV/Batt/ICE and PV/Batt/MGT.
gains, whilst also potentially increasing COE in comparison to using other types of PMS (FEL/FTL) as shown from the data in Figure 4.7 (a).

**Table 4.4: Summary results of multi-objective (COE, $/kWh and $η_{CCHP}$, %) optimisations for hybrid CHP/CCHP systems (load profile $P_{elec}:P_{ther}=30:70$, LPSP=$0.01\pm0.005$).**

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>PV/Batt/ICE</th>
<th></th>
<th>PV/Batt/MGT</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of solar panels, $N_{pv}$</td>
<td>501</td>
<td>1,390</td>
<td>737</td>
<td>952</td>
</tr>
<tr>
<td>Number of lead acid batteries, $N_{batt}$</td>
<td>62</td>
<td>82</td>
<td>23</td>
<td>76</td>
</tr>
<tr>
<td>Number of prime movers, $N_{sup}$</td>
<td>5</td>
<td>3</td>
<td>3</td>
<td>4</td>
</tr>
<tr>
<td>LPSP$_{comp}$</td>
<td>0.01</td>
<td>0.01</td>
<td>0.001</td>
<td>0.009</td>
</tr>
<tr>
<td>PV energy generated (kWh)</td>
<td>32,120</td>
<td>89,115</td>
<td>47,250</td>
<td>61,034</td>
</tr>
<tr>
<td>Renewable penetration, RP (%)</td>
<td>27</td>
<td>76</td>
<td>40</td>
<td>52</td>
</tr>
<tr>
<td>ICE/MGT energy, $P_{sup}$ (kWh)</td>
<td>55,207</td>
<td>18,001</td>
<td>48,354</td>
<td>41,681</td>
</tr>
<tr>
<td>RWHP (%)</td>
<td>77</td>
<td>56</td>
<td>53</td>
<td>68</td>
</tr>
<tr>
<td>Unmet energy (kWh)</td>
<td>1,286</td>
<td>1,249</td>
<td>229</td>
<td>1,074</td>
</tr>
<tr>
<td>Fuel energy, $F_{sup}$ (kWh)</td>
<td>149,960</td>
<td>49,064</td>
<td>131,550</td>
<td>164,280</td>
</tr>
<tr>
<td>Recovered waste heat to thermal demand ($Q_{r}/P_{non}$, %)</td>
<td>57</td>
<td>19</td>
<td>50</td>
<td>38</td>
</tr>
<tr>
<td>Transient start-ups</td>
<td>590</td>
<td>410</td>
<td>621</td>
<td>491</td>
</tr>
<tr>
<td>LCE (kg CO$_2$-eq/yr)</td>
<td>208,210</td>
<td>91,358</td>
<td>184,700</td>
<td>213,020</td>
</tr>
<tr>
<td>NO$_x$ emissions (kg)</td>
<td>552</td>
<td>180</td>
<td>484</td>
<td>4</td>
</tr>
</tbody>
</table>

**Emissions:** If the consequential system parameters that result from the above optimisations are considered, Figure 4.7(c) relates to the CO$_2$ fuel emissions in PV/Batt/ICE systems featuring absorption chillers (CCHP) and shows these are $14\%$ higher than for PV/Batt/ICE systems having electric chillers only (CHP). Figure 4.7 (c) also shows that in relation to the CO$_2$ emissions, PV/Batt/MGT–based systems operating with FEL/FTL have a somewhat smaller environmental footprint compared to the PV/Batt/ICE–based systems. Table 4.4 shows this is attributed to the higher renewable energy penetration for PV/Batt/MGT (RP=$52\%$) systems as compared to PV/Batt/ICE (RP=$27\%$ only). The outcome is that fewer PV modules (501) exist in CCHP compared to CHP systems (737). When meeting similar overall loads, this results in a lower Renewable Penetration for CCHP systems (737) compared to CHP systems (40%). Similar trends also appear for PV/Batt/MGT–based systems which is reflected in Table 4.4 by the fuel energy ($F_{sup}$). Alternatively, although CCHP system efficiency is lower in the FEL strategy, the CO$_2$ and NO$_x$ emissions are also lower compared to the FEL/FTL type PMS irrespective of hybridised system configurations. This is due to the higher running hours for supplementary prime movers under FEL/FTL which causes greater fuel consumption compared to FEL. To exemplify, Table 4.4 shows that for PV/Batt/ICE, fuel (energy) conversion is 149,960 kWh (FEL/FTL) and 49,064 kWh (FEL). In comparison, for PV/Batt/MGT fuel conversion is 164,280 kWh (FEL/FTL) and 65,332 kWh (FEL). However, the PV/Batt/MGT configuration shows substantial improvements in NO$_x$ emissions as compared to the PV/Batt/ICE–based system regardless of Power
Management Strategies. This is because the NO\textsubscript{x} emissions factor for MGT is much lower (0.1 kg NO\textsubscript{x}/MWh) compared to ICE (10 kg NO\textsubscript{x}/MWh) [61]. Although the CO\textsubscript{2} and NO\textsubscript{x} emissions are higher in PV/Batt/ICE–based CCHP systems, the LCE (kg CO\textsubscript{2}-eq/yr) for PV/Batt/MGT is higher than the PV/Batt/ICE (Table 4.4) which again is because of the greater LCE factor for MGT’s (1.16 kg CO\textsubscript{2}-eq/kWh) compared to ICE’s (0.88 kg CO\textsubscript{2}-eq/kWh) as shown in Table A4.6 (Appendix).

**Duty Factor (DF):** The data in Figure 4.7 (d) points to the Duty Factor (DF), for both ICE and MGT–based CCHP systems (featuring absorption chillers) is also better (94, 85 kWh/start-stop, respectively) compared to CHP (78, 66 kWh/start-stop, respectively). The number of transient start-ups is also lower in CCHP systems (PV/Batt/ICE=590; PV/Batt/MGT=491) compared to CHP (PV/Batt/ICE=621; PV/Batt/MGT=534) as shown in Table 4.4. Both these data sets indicate supplementary prime movers are used over more prolonged periods in FEL/FTL once started up.

![Graph](image)

**Fig. 4.8:** Breakdown of operational modes used to meet electric, cooling, and heating demands at P\textsubscript{elec}:P\textsubscript{ther}=30:70. Data shows whether thermal loads are met using waste heat or electric chillers and heaters. (a) PV/Batt/ICE and (b) (c) PV/Batt/MGT. The red (dashed) horizontal line represents the total load (i.e. electric, heating, and cooling), whereas the blue (dashed) line illustrates the electric load only.

**Recovered waste heat to thermal demand:** As for the effect of PMS on how the thermal (heating, cooling) demand is satisfied, Table 4.4 shows that in the case of CCHP systems based on PV/Batt/MGT and running on FEL/FTL, the recovered waste heat to thermal demand (Q\textsubscript{T}/P\textsubscript{ther}) is 38 %. In comparison, for PV/Batt/ICE it is 57 %. These fractions fall to 15 % and 19 % in the case of FEL for PV/Batt/MGT and PV/Batt/ICE CCHP systems, respectively. In both PV/Batt/ICE and PV/Batt/MGT systems operating in CCHP mode, the type of PMS affects the proportion of thermal demand (total of P\textsubscript{ther, h} and P\textsubscript{ther, c}) that is met by recovered waste heat. Figure 4.8 (a) compares the FEL/FTL (first column) and FEL
(second column) and shows that by changing PMS the contribution of waste heat in CCHP system falls from 40% to 10%, respectively, in PV/Batt/ICE. Similar trends occur in Figure 4.8 (b) for PV/Batt/MGT with the contributions falling from 27% to 8% when changing from FEL/FTL.

**Renewable Penetration (RP):** The Renewable Penetration (RP) is marginally higher in the FEL for PV/Batt/ICE and PV/Batt/MGT systems (76, 81%, respectively) compared to the FEL/FTL (27, 52%, respectively). The reason behind this in FEL/FTL strategy is that share of energy generation and consequently the utilisation of recovered waste heat is higher than the FEL strategy shown in Figure 4.8, therefore requires less PV modules in FEL/FTL mode to meet the demand. Figure 4.8 (a) shows that for PV/Batt/ICE–based CHP systems (FEL/FTL) around 24% of the thermal demand is met by recovered waste heat, whereas the share is greater at 40% in CCHP systems. On the other hand Figure 4.8 (b) shows that for PV/Batt/MGT–based CHP systems (FEL/FTL), these fractions are much lower at 18% of the thermal load satisfied by using recovered waste heat compared to the 27% in CCHP systems. At rated power (30 kW), the overall waste heat for each ICE (water jacket and exhaust gas) is 42.36 kWh. In comparison, the overall waste heat from each MGT (exhaust gas only) is 39.10 kWh. The higher RP for PV/Batt/MGT–based systems (66% for CHP systems, 52% for CCHP systems, Table 4.4) leads to the lesser contribution of energy from MGTs, subsequently produce lower waste heat (Figure 4.8 (c)) compared to PV/Batt/ICE–based systems (40% for CHP systems, 27% for CCHP systems, Table 4.4). As such, it appears that if operating on FEL/FTL type PMS, the optimisation algorithm forces the supplementary prime movers to run more often to meet the higher thermal demand (combined heating and cooling demand). In comparison, CHP systems have a higher renewable penetration and lower fuel usage indicating that renewables (PV) are being used to meet thermal demand via electric chillers and heaters. Therefore, the generation from supplementary prime movers in CCHP systems is higher as opposed to the CHP.

4.3.2 Effect of relative magnitudes of heating and cooling loads

The earlier results have focussed on studying the effects of both hardware parameters (absorption chillers, type of supplementary prime mover) as well as Power Management Strategies (FEL/FTL, FEL). The ensuing analysis will now seek to answer the question: what effects arise from changing the relative proportions of heating and cooling ($P_{\text{ther,h}}: P_{\text{ther,c}}$) load while keeping the electric load demand same ($P_{\text{elec}}=48,347$ kWh)? Once again, the results will be presented by first discussing the two optimised functions (COE, $$/\text{kWh}; \eta_{\text{CHP}}$ or $\eta_{\text{CCHP}}$, %) followed by consequential (post optimisation) data. The analyses consider an FEL/FTL type PMS while changing $P_{\text{ther,h}}, P_{\text{ther,c}}$ to 30:70; 50:50; and 70:30 as shown in Figure 4.2.

Figure 4.9 (a) indicates that changing the relative magnitude of $P_{\text{ther,h}} : P_{\text{ther,c}}$ in PV/Batt/ICE–based CCHP systems has insignificant effects on the COE. However, increasing $P_{\text{ther,h}}$ at the expense of $P_{\text{ther,c}}$
Fig. 4.9: The effects of different heating and cooling load ratio (30:70, 50:50, and 70:30) on hybrid CCHP systems sized using Multi-objective optimisation in a PMS of the FEL/FTL type. In the plots shown, all the coloured markers are read against the secondary vertical axis.
for PV/Batt/MGT leads to higher costs, with it increasing gradually from 0.26 $/kWh (P_{ther,h} : P_{ther,c} = 30:70) to 0.40 $/kWh (P_{ther,h} : P_{ther,c} = 70:30). In this regard, the capital cost of MGT is much higher than the ICE and that factor along with the lower efficiency and greater temperature dependency for MGTs leads to lower supplementary power generation and more PV modules (Table 4.5).

In relation to the overall system efficiency ($\eta_{CCHP}$), changing the ratio $P_{ther,h} : P_{ther,c}$ does not appear to have any effect. Results also indicate that the PV/Batt/ICE–based hybridised CCHP systems while operating on FEL/FTL strategy have higher overall CCHP efficiency as compared to the PV/Batt/MGT–based systems for Table 4.5: Summary results of multi-objective (COE, $$/kWh and $\eta_{CCHP}$, %) optimisations for hybrid CCHP systems of hybrid PMS (FEL/FTL) at different heating and cooling load with electric load at 48,347 kWh (LPSP=0.01±0.005).

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>PV/Batt/ICE</th>
<th>PV/Batt/MGT</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$P_{ther,h}:P_{ther,c}$ (30:70)</td>
<td>$P_{ther,h}:P_{ther,c}$ (30:70)</td>
</tr>
<tr>
<td>Number of solar panels, $N_{PV}$</td>
<td>188</td>
<td>561</td>
</tr>
<tr>
<td>Number of lead acid batteries, $N_{batt}$</td>
<td>54</td>
<td>65</td>
</tr>
<tr>
<td>Number of prime movers, $N_{sup}$</td>
<td>4</td>
<td>3</td>
</tr>
<tr>
<td>LPSP$_{com}$</td>
<td>0.001</td>
<td>0.01</td>
</tr>
<tr>
<td>PV energy generated (kWh)</td>
<td>12.053</td>
<td>35.966</td>
</tr>
<tr>
<td>Renewable penetration, RP (%)</td>
<td>12</td>
<td>35</td>
</tr>
<tr>
<td>ICE/MGT energy, $P_{sup}$ (kWh)</td>
<td>63.407</td>
<td>49.691</td>
</tr>
<tr>
<td>Recovered waste heat, $Q_T$ (kWh)</td>
<td>69.490</td>
<td>48.596</td>
</tr>
<tr>
<td>RWHP (%)</td>
<td>75</td>
<td>67</td>
</tr>
<tr>
<td>Unmet energy (kWh)</td>
<td>225</td>
<td>1.242</td>
</tr>
<tr>
<td>Fuel energy, $F_{sup}$ (kWh)</td>
<td>172.330</td>
<td>197.020</td>
</tr>
<tr>
<td>Recovered waste heat to thermal demand ($Q_T/P_{fan}$, %)</td>
<td>64</td>
<td>45</td>
</tr>
<tr>
<td>Transient start-ups</td>
<td>661</td>
<td>538</td>
</tr>
<tr>
<td>LCE (kg CO$_2$-eq/yr)</td>
<td>231.950</td>
<td>242.820</td>
</tr>
</tbody>
</table>

the same reason as discussed above. Interestingly, the data in Table 4.5 and Figure 4.10 also shows that increases to $P_{ther,h} : P_{ther,c}$ generally lead to a smaller proportion of the thermal loads being met through waste heat. Thus as heating loads are increased from 30:70 to 70:30 and $Q_T/P_{ther}$ falls, heavier reliance on electrically powered heaters and chillers becomes evident which is also reflected by the significant increases in the number of PV modules ($N_{PV}$).

Figure 4.9 (c) shows that some environmental benefits occur for systems running with higher heating demand (ratio of $P_{ther,h} : P_{ther,c}$). For the PV/Batt/ICE–based systems CO$_2$ emissions vary from 41,215 kg ($P_{ther,h}:P_{ther,c}$=30:70) to 31,511 kg ($P_{ther,h}:P_{ther,c}$=70:30). In PV/Batt/MGT–based systems, CO$_2$ emissions vary from 35,778 kg ($P_{ther,h}:P_{ther,c}$=30:70) to 31,973 kg ($P_{ther,h}:P_{ther,c}$=70:30). The reason behind this is
that the higher Renewable Penetration (RP) in systems with larger heating load (40–60 % for $P_{\text{ther,h}}:P_{\text{ther,c}}=70:30$) compared to the lesser heating load (12–35 % for $P_{\text{ther,h}}:P_{\text{ther,c}}=30:70$). In this context, lower RP leads to higher contribution of prime movers energy to the total energy demand that attributed to greater CO$_2$ emissions. In relation to NO$_x$ emissions, similar trends appear for both ICE and MGT–based systems. However, the PV/Batt/MGT produces negligible amount of NO$_x$ than the PV/Batt/ICE. From Table 4.5, it is also evident that the LCE for the systems with $P_{\text{ther,h}}:P_{\text{ther,c}}=70:30$ (for PV/Batt/ICE=190,110 kg CO$_2$-eq/yr; for PV/Batt/MGT=230,670 kg CO$_2$-eq/yr) generates lesser than the systems with $P_{\text{ther,h}}:P_{\text{ther,c}}=30:70$ (for PV/Batt/ICE=231,950 kg CO$_2$-eq/yr; for PV/Batt/MGT=242,820 kg CO$_2$-eq/yr). As far as DF is concerned, the lower heating demand has higher DF for both PV/Batt/ICE and PV/Batt/MGT systems shown in Figure 4.9 (d). This is due to the substantial contribution of prime movers to the total meeting load demand as shown in Figure 4.10. It is also evident from Figure 4.9 (d) that the running hour of relative hardware components varies with the relative changes of heating and cooling load profiles.

**Fig. 4.10:** Breakdown of operational modes used to meet electric, cooling, and heating demands with relative changes of load profile for (a) PV/Batt/ICE (b) PV/Batt/MGT–based CCHP systems using FEL/FTL type PMS. The red (dashed) horizontal line represents the total load (i.e. electric, heating, and cooling), whereas the blue (dashed) line illustrates the electric load only.

### 4.4 Conclusions

The present study investigates the effects of two types of supplementary prime movers when integrated into hybrid energy systems (i.e. PV/Batt/ICE or PV/Batt/MGT) satisfying both heating and cooling. The effects of meeting these loads using CHP systems or adding absorption chiller (CCHP) is also modelled in the context of two different load following strategies (FEL/FTL vs FEL). Multi-objective Genetic
Algorithm optimisation of these systems has also been done under varying contributions of heating ($P_{ther,h}$) and cooling ($P_{ther,c}$) loads alongside the need to meet an electric demand ($P_{elec}$). The outcomes of the simulations have been reported in terms of several key operational indicators subject to LPSP and other constraints. Under the specific set of constraints tested, the key findings can be summarised within three sub-headings:

- **Hardware parameters (absorption chiller, types of supplementary prime movers):** The Cost of Energy for PV/Batt/ICE systems is consistently, but only marginally, better compared to PV/Batt/MGT for the same loads or Power Management Strategy, whether in Combined Heat and Power or Combined Cooling Heating, and Power configurations. In terms of overall efficiency, PV/Batt/ICE systems are clearly more advantageous. However, when the type of configuration changes from CCHP to CHP, it is observed that a lower COE (in CHP) comes at the expense of a smaller overall efficiency. In Power Management Strategies designed to follow both electric and thermal loads (FEL/FTL), higher Renewable Penetration in CHP systems by virtue of them using electric chillers only to meet cooling loads, leads to a smaller environmental footprint ($CO_2$, $NO_x$, and LCE) than in CCHP systems. The PV/Batt/MGT systems have better environmental benefits in terms of $CO_2$ and $NO_x$ emissions compared to PV/Batt/ICE. It is evident from this study that the fuel dependant emissions ($CO_2$ and $NO_x$) are actually higher in CCHP compared to CHP (even though CCHP system operate at a slightly better overall thermal efficiency). This behaviour is very interesting to note because whilst the literature for grid-connected CCHP systems indicates better overall efficiency compared to power only or CHP [38, 64], the results of this study which for the first time compares between CHP and CCHP systems that are hybridised with PV and operate (solely) off-grid, indicate that improved efficiency in CCHP comes at the expense of higher $CO_2$ and $NO_x$ emissions compared to CHP. However, whether this is due to the range of constraints tested in the GA simulations or scale of thermal loads requires further study.

- **Power Management Strategies (FEL/FTL vs FEL):** In CCHP systems, differences in COE, overall efficiency, fuel emissions ($CO_2$, $NO_x$) as well as hardware specific and operational LCE are strongly dependant on the type of PMS. For CCHP systems subject to multi-objective optimisation using two functions (COE, $\eta_{CCHP}$), FEL/FTL leads to lower cost of energy and better overall efficiency compared to FEL in PV/Batt/ICE and PV/Batt/MGT configurations. However, under the same scenarios, the FEL strategy results in drastic reductions to fuel emissions ($CO_2$, $NO_x$) compared to the FEL/FTL. This happens at the expense of duty factors for the supplementary prime movers in PV/Batt/ICE and PV/Batt/MGT–based CCHP systems.

- **Relative changes of thermal load:** The relative magnitude of $P_{ther,h}/P_{ther,c}$ has insignificant effects on COE for PV/Batt/ICE–based CCHP systems. However in PV/Batt/MGT systems, a greater $P_{ther,h}/P_{ther,c}$ significantly increases the COE. Increases to the relative magnitude of
heating load at the expense of cooling (i.e. greater $P_{ther}$) is also accompanied with smaller reliance on using waste heat from ICEs and MGTs to feed absorption chillers (for $P_{ther,c}$) or heat exchangers (for $P_{ther,h}$). This also results in smaller total fuel usage, significantly more renewable penetration accompanied with lower levels of CO$_2$, NO$_x$ and LCE. As such, increases in the ratio $P_{ther,h}$:$P_{ther,c}$ leads to better environment footprints, albeit the expense of slightly higher cost PV/Batt/ICE systems. These increases in costs are however higher with PV/Batt/MGT.

Despite simulations used in this study incorporating some hardware characteristics, the general outcomes reported are not intended to highlight the merits or limitations of specific models of energy system components. This is because a specific set of constraints are being assumed. Whilst the present study is a continuation of earlier works on CHP and CCHP stand-alone hybrid systems [10, 44], future research in this area may include exergy and emissions into the GA objective functions, place constraints on the total operating hours, or variations to the hardware (boilers, heat pumps).

4.5 Chapter appendices

Data used for system design and optimisation.

Table A4.6: Stand-alone hybridised CHP system components cost, lifetime and emissions aspects.

<table>
<thead>
<tr>
<th>Components</th>
<th>Description</th>
<th>Capital Cost ($)</th>
<th>Replacement Cost ($)</th>
<th>O&amp;M Cost ($/yr)</th>
<th>Life time (yr)</th>
<th>LCE (kg CO$_2$-eq/kWh)</th>
</tr>
</thead>
<tbody>
<tr>
<td>PV module [63]</td>
<td>HS-PL135 (135 W)</td>
<td>310</td>
<td>310</td>
<td>0</td>
<td>25</td>
<td>0.05 [65]</td>
</tr>
<tr>
<td>ICE [66]</td>
<td>30 kW</td>
<td>10,500</td>
<td>10,500</td>
<td>260</td>
<td>10</td>
<td>0.88 [65]</td>
</tr>
<tr>
<td>MGT [67]</td>
<td>30 kW</td>
<td>75,300</td>
<td>75,300</td>
<td>1,880</td>
<td>10</td>
<td>1.16 [68]</td>
</tr>
<tr>
<td>Battery [52]</td>
<td>12 V, 200 Ah</td>
<td>419</td>
<td>419</td>
<td>11</td>
<td>10</td>
<td>0.03 [65]</td>
</tr>
<tr>
<td>Inverter [63]</td>
<td>1 kW</td>
<td>800</td>
<td>750</td>
<td>20</td>
<td>15</td>
<td>0 [65]</td>
</tr>
<tr>
<td>Charge controller [69]</td>
<td></td>
<td>450</td>
<td>450</td>
<td>11</td>
<td>15</td>
<td></td>
</tr>
<tr>
<td>Electric heater [70]</td>
<td>14.4 kW</td>
<td>1,160</td>
<td>1,160</td>
<td>28</td>
<td>5</td>
<td></td>
</tr>
<tr>
<td>Heat exchanger [71]</td>
<td>Shell and Tube, 8m$^2$</td>
<td>9,800</td>
<td>9,800</td>
<td>245</td>
<td>10</td>
<td></td>
</tr>
<tr>
<td>Absorption Chiller [17]</td>
<td>COP: 0.83</td>
<td>3000/kW</td>
<td>300/kW</td>
<td>8/kW</td>
<td>20</td>
<td></td>
</tr>
<tr>
<td>Electric chiller [72]</td>
<td>COP:3.5</td>
<td>7000/kW/We</td>
<td>700/kW/We</td>
<td>18/kW/We</td>
<td>20</td>
<td></td>
</tr>
<tr>
<td>Discount rate</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Fuel cost</td>
<td>Diesel fuel</td>
<td>0.91 $/l</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Natural gas</td>
<td>3.30 $/GJ</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CO$_2$ emissions for ICE (kg/MWh) [61]</td>
<td></td>
<td>650</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CO$_2$ emissions for MGT (kg/MWh) [61]</td>
<td></td>
<td>720</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>NO$_x$ emissions for ICE (kg/MWh) [61]</td>
<td></td>
<td>10</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>NO$_x$ emissions for MGT (kg/MWh) [61]</td>
<td></td>
<td>0.1</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
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Chapter 6: Effects of Battery Technology and Load Scalability on Stand-alone PV/ICE Hybrid Micro-grid System Performance

This chapter investigates the performance of hybridised micro-grids based on solar PV supplemented by Internal Combustion Engines (ICE). Three different battery technologies (lead acid, lithium-ion, and vanadium redox flow) as well as the effects of load demand scalability are considered. The optimisations are based on Cost of Energy (COE) but the analyses consider several performance indicators including Excess Energy (EE), Renewable Penetration (RP), and Duty Factors (DF). Optimisations are done using the software tool HOMER (Hybrid Optimisation Model for Electric Renewable). A sensitivity analysis of hardware and operational costs is also conducted to see the effects of various input parameters on the Cost of Energy. RQ 5 is addressed in this chapter.

6.1 Introduction

As modern societies grow, the demand for power increases at an accelerated rate. On the other hand, electricity production using conventional energy sources such as natural gas, coal and diesel is one of the highest contributors to Green House Gases (GHG). Fossil fuels used in power generation account for around 54 % of GHG emissions [1]. In this context, policy makers focus on the alternative sources of energy. Renewables reduce reliance on fossil fuels, mitigate overall GHG emissions, enable remote communities to access the power needed to operate services as well as household appliances [2, 3] and can reduce transmission losses associated with grids.

The increased uptake of solar-PV technology by Australian households appears to place upward pressure on grid connected electricity. Within Australia, the top three states with significant solar energy potential (including planned, under construction, and commissioned) are Queensland (Project: 11,099 MW solar/6,578 MWh storage), New South Wales (Project: 5,530 MW solar/3,816 MWh storage), and South Australia (Project: 2,784 MW solar/2,930-3,100 MWh storage) [4]. For example, under the approach of one state Government’s “climate change strategy 2015–2050” and “a low carbon investment plan for South Australia”, the goal is to achieve 50 % electric from renewables by 2025 and zero net CO₂ emissions by 2050 [5]. States such as South Australia have the highest energy costs (~0.05 $/kWh) of any state in Australia as well as being one of the highest in the world with grid electricity being not readily available in some remote or rural areas [6]. As seen in Figure 6.1, states such as South Australia already produce roughly a half of their electricity from renewable energy sources [7] and so

---

6 This chapter has been published as a full research paper. Das, B.K., Al-Abdeli, Y.M., Woolridge, M., Energy, 2019. 168: p. 57-69.

Whilst efforts were made to retain original content of the article, minor changes such as number formats and font size style were implemented in order to maintain consistency in the formatting style of the thesis.
there is also expected to be reliance on battery storage technology. In recent years South Australia also faced significant energy crises and, as a result, has integrated into its grid a 100 MW/129 MWh Li-ion battery amongst the largest in the world of this type (connected to the Hornsdale wind farm) [8].

**Fig. 6.1:** Electricity generation from different sources in South Australia [7].

Reliability, cost effectiveness, and power quality are the main challenges associated with operating stand-alone renewable energy systems. This is because renewable resources (PV, wind, etc.) are seasonal and subject to strong intermittency [9-12]. It is the seasonal and short-term temporal variations to both solar and wind energy resources which means reliance cannot be placed on them to fully satisfy load demand. In this regard, very short-term, short-term, medium-term, and long-term prediction of energy sources is important for overall feasibility of a renewable energy-based project [13-15]. It is for these reasons that many stand-alone systems are hybridised by combining PV, other renewables, and Internal Combustion Engine (ICE) along with battery storage [2, 16]. Given that renewable sources are inherently intermittent in character, hybridised energy systems include some energy storage media to stabilise power output (batteries, hydrogen, capacitors) when operated in stand-alone mode [17, 18]. Table 6.1 presents a comparison of the different types of storage media applicable to stand-alone energy systems.

**Table 6.1:** Comparison of different energy storage media [17, 19-23].
The hybridisation of energy systems helps realise benefits which include: higher load meeting reliability compared to one-source energy systems [9, 24], increased renewable penetration from ~33% (wind only) to 90% (PV/Wind) [25], improved techno-economic performance (PV/Wind/ICE compared to PV/Wind) [26], and reduced emissions footprints (30%) compared to grid connected power using conventional fuels [27]. With the above in mind, PV panels, which are assembled into modules or arrays, provide an excellent solution for providing electricity to remote or rural areas in many parts of the world [25, 27-30] where a grid-connection is uneconomical [31]. Table 6.2 shows that the hybridisation and optimisation of such systems has relied on one of the three main storage technologies: lead acid [32-38], Li-ion [39, 40], and vanadium redox flow [41, 42] batteries (which are the basis of the present study). However, there are very few studies which have compared between different battery technologies when applied to stand-alone systems, particularly when these cover a range of operating scales. In the present paper this is achieved when the load profile of a single house is scaled up to cover multiple households as would exist in a stand-alone micro-grid. Exceptions to this include the work done by Testa et al. [39] who reported optimal design of hybrid PV/Wind systems with Lead Acid Battery-LAB, Li-ion, and Vanadium Redox Flow battery-VRF considering LPSP as a reliability index. The study showed that the cost of energy (COE) is lower for Li-ion batteries (0.45 €/kWh) than for the lead acid battery (0.99 €/kWh), but VRF (0.29 €/kWh) was the most economical of all three (LAB=17 kWh; Li-ion=5 kWh; VRF=13 kWh). However, they used a probabilistic approach for the optimal solution and did not consider the scalability of load demand or the sensitivity of the outcomes to cost parameters or optimisations technique as undertaken in the present paper.

In some stand-alone PV-based power generation units, it has been reported that a Li-ion system appeared to be the most expensive option (PV/Li-ion: 1.62 $/kWh; PV/LAB: 1.13 $/kWh), which may be because lead acid technology offered the lowest initial cost compared to the Li-ion [40]. Even so, the system analysed was not hybridised through the inclusion of combustion engines and indicators of environmental impact were not considered alongside cost as occurs in the present paper. Although Merei et al. [43] used Genetic Algorithms to optimise a stand-alone hybrid PV/Wind/ICE system with LAB, Li-ion, and VRF batteries and reported that VRF batteries (0.34 €/kWh) are the cheapest option, the scalability of load demand as well as other consequential performance indicators, such as dumped Excess Energy (EE), Renewable Penetration (RP), emissions, duty factors (kWh/start-stop/yr), or their sensitivity to cost parameters, were not reported. It would appear that although Li-ion batteries have better technical performance, the affordability and availability of these remain as two major factors which may contribute to the continued (wide) application of LAB technology in renewable energy systems [44].

This paper focuses on identifying the impact of using different battery technologies when powering a (conceptual) stand-alone energy system to serve differently sized micro-grids based on the total daily demand for one South Australian dwelling. The comparative analysis which includes three major battery
technologies (LAB, Li-ion, and VRF) is applied to systems featuring hybridisation through the addition of diesel generator sets (Internal Combustion Engines) with the solar-PV. The main contribution of this study based on a widely accepted analysis tool HOMER, is to compare between three different battery technologies (LAB, Li-ion, VRF) in the context of (stand-alone) hybridised PV/ICE/Batt micro-grids operated under various scales. This comparison is also subjected to a sensitivity analysis to explore how variations of cost elements impact on the COE in system configurations based on PV/ICE/LAB, PV/ICE/Li-ion, and PV/ICE/VRF.

Table 6.2: Hybrid energy systems with different storage technologies using HOMER/Genetic Algorithm.

<table>
<thead>
<tr>
<th>Type of hybridisation</th>
<th>Storage</th>
<th>Stand-alone/grid connected</th>
<th>Performance criteria</th>
<th>COE ($/kWh)</th>
</tr>
</thead>
<tbody>
<tr>
<td>PV/ICE/Batt [45]</td>
<td>LAB</td>
<td>Stand-alone</td>
<td>NPC, COE, O &amp; M cost, EE, Load reliability, CO₂ emissions</td>
<td>0.26</td>
</tr>
<tr>
<td>PV/Wind/ICE/Batt [46]</td>
<td>LAB</td>
<td>Stand-alone</td>
<td>NPC, COE, initial capital cost</td>
<td>0.44</td>
</tr>
<tr>
<td>PV/Wind/ICE/Batt [47]</td>
<td>LAB</td>
<td>Stand-alone</td>
<td>NPC, COE, CO₂ emission reduction</td>
<td>1.88</td>
</tr>
<tr>
<td>PV/ICE/Batt [36]</td>
<td>LAB</td>
<td>Stand-alone</td>
<td>NPC, Fuel consumption, RP</td>
<td>-</td>
</tr>
<tr>
<td>PV/ICE/Batt [37]</td>
<td>LAB</td>
<td>Stand-alone</td>
<td>NPC, COE, RP, Fuel emissions</td>
<td>0.30</td>
</tr>
<tr>
<td>PV/Wind/Batt [48]</td>
<td>LAB</td>
<td>Stand-alone</td>
<td>COE, EE, Unmet load</td>
<td>0.37</td>
</tr>
<tr>
<td>PV/Wind/ICE/Batt [28]</td>
<td>LAB</td>
<td>Stand-alone</td>
<td>NPC, COE, Payback period, RP, Fuel emissions</td>
<td>0.28</td>
</tr>
<tr>
<td>PV/ICE/Batt [29]</td>
<td>LAB</td>
<td>Stand-alone</td>
<td>COE, Investment cost, RP, Fuel emissions</td>
<td>-</td>
</tr>
<tr>
<td>PV/ICE [49]</td>
<td>LAB/Flywheel</td>
<td>Stand-alone</td>
<td>NPC, COE, CO₂ emission reduction</td>
<td>0.37</td>
</tr>
<tr>
<td>PV/Wind/ICE/Micro-hydro/Batt [50]</td>
<td>LAB</td>
<td>Stand-alone</td>
<td>NPC, COE, Fuel savings, CO₂ emission reduction</td>
<td>0.14</td>
</tr>
<tr>
<td>PV/Wind [51]</td>
<td>Pump hydro</td>
<td>Stand-alone</td>
<td>Power production, efficiency, energy utilization, and CO₂ emission reduction</td>
<td>-</td>
</tr>
<tr>
<td>PV/Wind/ICE/Batt [43]</td>
<td>LAB, Li-ion, VRF</td>
<td>Stand-alone</td>
<td>VRF: 0.34 €/kWh; LAB: 0.68 €/kWh; Li-ion: 0.72 €/kWh;</td>
<td>VRF: 0.34 €/kWh; LAB: 0.68 €/kWh; Li-ion: 0.72 €/kWh;</td>
</tr>
<tr>
<td>PV/ICE/Batt [52]</td>
<td>LAB</td>
<td>Stand-alone/grid connected</td>
<td>NPC, COE, RP, Fuel emissions</td>
<td>0.28</td>
</tr>
<tr>
<td>PV/Wind/ICE/Batt [53]</td>
<td>VRF</td>
<td>Stand-alone/grid connected</td>
<td>NPV, COE, RP, CO₂ emissions</td>
<td>-</td>
</tr>
<tr>
<td>PV/Wind/Biomass/Batt [54]</td>
<td>LAB</td>
<td>Grid connected</td>
<td>COE, Reliability</td>
<td>0.18</td>
</tr>
</tbody>
</table>

Throughout this study, the electrical load demand based on the usage of a single (sample) household (7,665 kWh/yr) are used. This is then scaled up to span five differently sized hybrid (stand-alone) micro-grids covering a range of 10–50 houses. The results are reported in the form of indicators such as Cost of Energy (COE), Net Present Cost (NPC), annualised cost; supplementary prime mover (fuel)
emissions; and consequential performance such as Duty Factor (DF), Excess Energy (EE), and Renewable Penetration (RP). As such the study considers several factors which may be impacted under different battery options.

6.2 Methodology

Figure 6.2 shows the design architecture of the conceptual (stand-alone) hybrid micro-grid system modelled to satisfy a single community load of ten-to-fifty households. An AC load bus is connected with an ICE while the DC bus is connected with the PV modules and a battery bank in the form of lead acid, Li-ion, or vanadium redox flow batteries. These two buses are linked with the inverter where DC current is converted to AC. Surplus energy produced by the PV modules is used to charge the battery bank or dumped when the batteries reach their maximum state of charge.

![Fig. 6.2: Schematic diagram of the conceptual hybridised system which is also scaled up.](image)

The analysis undertaken with the software tool HOMER compares between the three battery technologies (i.e. LAB, Li-ion, and VRF). The solution given for each case is based on a single set of input data which comprises hardware specifications, operational constraints, and meteorological data for the location analysed. Based on this data, HOMER gives optimised sizing configurations for the micro-grid on the basis of the (lower) Cost of Energy (COE) when using each of the three different battery technologies. As such, the outcomes are taken to be exact with no error (±) given for the optimised solutions. A Load Following (LF) strategy is used for HOMER which relies on the ICE to satisfy load demand when PV modules and batteries are unable to meet the required demand. This strategy helps reduce excess energy and gives lower Cost of Energy and Net Present Cost [37, 55]. The system optimisation constraints include project lifetime (25yr) and dispatch strategy (LF) as well as other and technical and economical constraints listed in the ensuing sections for system components.
6.2.1 Load profile of selected area

The assumed total daily electric load demand for a single household is 21 kWh/day for summer (January) [56]. In HOMER, a residential load is selected which produces the time resolved 24-hour profile meeting this overall demand as shown in Figure 6.3(a). This load is then multiplied by a factor of 10–50 to get the following loads for the differently sized micro-grids: (i) 10 households with 210 kWh/day; (ii) 20 households with 420 kWh/day; (iii) 30 households with 630 kWh/day; (iv) 40 households with 840 kWh/day; and (v) 50 households with 1,050 kWh/day. Table 6.3 also presents a likely scenario for various appliance usage. HOMER calculates yearly time series (hourly) electric load profile based on the type of load (residential in this study), meteorological data of selected area (Streaky bay) and the peak season (January).

![Fig 6.3(a): Daily hourly load demand for a single household (21 kWh) for summer (January).](image)

![Fig 6.3(b): Yearly hourly load demand (normalised) for a 10–50 house micro-grid. Values shown are normalised by the peak load (kW) in any time interval.](image)

Figure 6.3(b) presents an annual hourly resolved time series (normalised) of the total loads. In this study, the first scenario with 210 kWh/day and 76,650 kWh annual load demand is considered as the base-line scenario which is compared with the other scenarios.
### Table 6.3: Estimation of load demand for a household in summer (January).

<table>
<thead>
<tr>
<th>Appliances</th>
<th>Ratings (W)</th>
<th>Quantity</th>
<th>Approximate operating time (h/day)</th>
<th>Total demand (kWh/day)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Refrigerator</td>
<td>200/150</td>
<td>2</td>
<td>24</td>
<td>8.40</td>
</tr>
<tr>
<td>TV</td>
<td>150</td>
<td>2</td>
<td>4</td>
<td>1.20</td>
</tr>
<tr>
<td>Fan</td>
<td>30</td>
<td>3</td>
<td>8</td>
<td>0.72</td>
</tr>
<tr>
<td>Incandescent Lights</td>
<td>40/60</td>
<td>20</td>
<td>4</td>
<td>3.44</td>
</tr>
<tr>
<td>Dishwasher</td>
<td>1500</td>
<td>1</td>
<td>1.5</td>
<td>2.25</td>
</tr>
<tr>
<td>Washing Machine</td>
<td>500</td>
<td>1</td>
<td>1</td>
<td>0.50</td>
</tr>
<tr>
<td>Dryer</td>
<td>2000</td>
<td>1</td>
<td>1</td>
<td>2.00</td>
</tr>
<tr>
<td>Oven</td>
<td>2200</td>
<td>1</td>
<td>1</td>
<td>2.20</td>
</tr>
<tr>
<td>Miscellaneous *</td>
<td>N/A</td>
<td>N/A</td>
<td>24</td>
<td>0.29</td>
</tr>
<tr>
<td><strong>Grand total</strong></td>
<td></td>
<td></td>
<td></td>
<td><strong>21.00 kWh/day</strong></td>
</tr>
</tbody>
</table>

* Includes small items such as charging electronic devices, small entertainment devices (e.g. sound systems), and small temporary use of other electronics (e.g. printers, kettles, radios).

#### 6.2.2 PV modelling and meteorological data

Figures 6.4 shows data for yearly hourly global solar irradiance and ambient temperature (downloaded from NASA) within HOMER for a sample town in South Australia (Streaky Bay). As expected, since Australia is in the southern hemisphere, the daily radiation levels of the studied area are higher (7.54 kWh/m²/day) in the summer months (December and January) and lower (3.61 kWh/m²/day) in the winter months (May, June, and July). The average solar irradiation is 5.75 kWh/m²/day and average clearness index is 0.83 whilst the monthly average wind speed and monthly average temperature are 5.61 m/s and 23 °C, respectively [57]. The hourly time resolved global solar irradiation data are checked with data from Australian Bureau of Meteorology (BOM) from Adelaide station [58]. The data obtained from BOM are slightly lower than the data downloaded from HOMER. This is because of the study area is around 700 km away from Adelaide and HOMER gives location based global solar irradiation data.

![Fig. 6.4: Yearly time resolved (hourly) solar irradiation and ambient temperature for Streaky Bay, South Australia.](image-url)
In HOMER based optimisations, the power output from the PV array \( P_{PV}(t) \) can be calculated using Equation 6.1, whereby \( Y_{PV} \) is the rated capacity of the PV array (0.25 kW, power output under standard test conditions), \( f_{PV} \) is the PV derating factor measured in percentage (90 %), which is a derating scaling factor that accounts for real-world conditions that reduce performance.

Additionally, \( G(t) \) is the solar radiation incident on the PV array, \( G_{ref} \) is the solar radiation incident under standard test conditions (1kW/m\(^2\)), \( \alpha_p \) is the temperature coefficient of power (-0.485%/°C), \( T_{PV}(t) \) is the cell temperature in the PV array, \( T_{ref} \) is the cell temperature under the standard test conditions (25 °C) \([59]\).

\[
P_{PV}(t) = Y_{PV}f_{PV}\left(\frac{G(t)}{G_{ref}}\right)[1 + \alpha_p(T_{PV}(t) - T_{ref})]
\] (6.1)

The PV cell temperature in any time interval \( T_{PV}(t) \) can be calculated from Equation 6.2, where \( T_{amb} \) is the ambient temperature, \( T_{PV,NOCT} \) is the Nominal Operating Cell Temperature (NOCT, 25 °C), \( T_{amb,NOCT} \) is the ambient temperature at NOCT (20 °C), \( G_{NOCT} \) is the solar radiation when NOCT is defined at 0.8 kW/m\(^2\), \( \eta_{PV} \) is the panel efficiency (15.3 %), \( \tau\alpha \) is the solar transmittance and solar absorptance of the PV array which HOMER assumes is 0.9 and taken from \([60]\).

\[
T_{PV}(t) = T_{amb}(t) + G(t)\left(\frac{T_{PV,NOCT} - T_{amb,NOCT}}{G_{NOCT}}\right)(1 - \frac{\eta_{PV}}{\tau\alpha})
\] (6.2)

To obtain Equation 6.2, Equation 6.3 which is the energy balance for the PV array is rearranged into Equation 6.4, where \( U_L \) is the heat transfer coefficient. The term \( (\tau\alpha/\eta_{PV}) \) is difficult to measure and therefore, manufacturers provide the NOCT which is the cell temperature using a solar radiation incident of 0.8 kW/m\(^2\), an ambient temperature of 20 °C, and no load operation (i.e. \( \eta_{PV} = 0 \)).

\[
\tau\alpha G(t) = \eta_{PV}G(t) + U_L(T_{PV}(t) - T_{amb})
\] (6.3)

\[
T_{PV}(t) = T_{amb}(t) + G(t)\left(\frac{\tau\alpha}{U_L}\right)(1 - \frac{\eta_{PV}}{\tau\alpha})
\] (6.4)

Using these values, Equation 6.5 can be obtained.

\[
\frac{\tau\alpha}{U_L} = \frac{T_{PV,NOCT} - T_{amb,NOCT}}{G_{NOCT}}
\] (6.5)

Substituting Equation 6.5 into Equation 6.4 yields Equation 6.2 to calculate the cell temperature. The system modelled does not consider any solar tracking optimisation mechanisms (i.e. typical of household rooftop PV systems) and a 90 % de-rating factor for each panel reflects changing conditions in regard to temperature and accumulation of debris on the solar panels.

6.2.3 ICE modelling

In HOMER, the fuel curve which resolves fuel consumption (l/h) over the dynamic range of diesel generators output power (kW) is as shown in Figure 6.5. Equation 6.6 gives the fuel consumption rate for electrical output \([59]\), whereby \( F_i \) is the fuel curve intercept coefficient, \( Y_{ICE} \) is the rated capacity of
the generator, \( F_2 \) is the fuel curve slope, and \( P_{ICE} (t) \) is the electrical output of the generator. The considered lower heating value of diesel fuel is 43,200 kJ/kg with a density of 820 kg/m\(^3\).

\[
C_{fuel_{ICE}}(t) = F_1 Y_{ICE} + F_2 P_{ICE}(t)
\]  
(6.6)

The ICE efficiency is calculated using Equation 6.7 [59].

\[
\eta_{ICE}(t) = \frac{3600 \times P_{ICE}(t)}{\rho \times C_{fuel_{ICE}}(t) \times LHV}
\]  
(6.7)

The ICE supplies the necessary load requirements when both renewables and battery storage are unable to satisfy the demand. In this study, a 48 kW rated capacity diesel engine with a fuel intercept coefficient of 0.0165 l/h/kW and fuel curve slope of 0.267 l/h/kW is considered. This is selected as it is close to the peak load demand in the base-line scenario (55.20 kW). The minimum load ratio of 30 % is considered for the diesel generator, which is recommended by manufacturers due to the efficiency of diesel generator under this is much lower [61, 62] as shown in Figure 6.5. Multiple units of the same 48 kW ICE are used when meeting higher magnitudes of load (10 house micro-grid at 210 kWh/day to a 50 house micro-grid of 1,050 kWh/day).

![Fig. 6.5: Internal Combustion Engine efficiency and fuel consumption over output power.](image)

6.2.4 Battery modelling

In this study, three different types of battery storage technologies are modelled (lead acid, Li-ion, and VRF). HOMER uses several equations to determine the charge and discharge power as well as the amount of energy into, and out of, the battery storage at any given time step (1 h). Equation 6.8 is used to determine the maximum battery charge power, whereby \( Q_1(t) \) refers to the available energy at the beginning of the time step and above minimum state of charge level (\( BOC_{min}=20 \% \) for LAB, \( BOC_{min}=0 \% \) for Li-ion and VRF), \( Q(t) \) refers to the total energy at the beginning of the time step, \( c \) is the storage capacity ratio, \( k \) is the storage rate constant, and \( \Delta t \) is the amount of time in the time step [59].
\[ P_b(t) = \frac{kQ_1(t)e^{-k} + Q(t)kc(1 - e^{-k\Delta t})}{1 - e^{-k\Delta t} + c(k\Delta t - 1 + e^{-k\Delta t})} \]  \hspace{1cm} (6.8)

The maximum battery discharge power can be calculated with Equation 6.9, where \( Q_{max} \) is the total capacity of the storage [59].

\[ P_b(t) = \frac{-kcQ_{max} + kQ_1(t)e^{-k\Delta t} + Q(t)kc(1 - e^{-k\Delta t})}{1 - e^{-k\Delta t} + c(k\Delta t - 1 + e^{-k\Delta t})} \]  \hspace{1cm} (6.9)

More detailed calculations can be found from HOMER help manual [59]. The total battery capacity to meet the load requirements of the differently scaled micro-grids is calculated by the HOMER considering the meteorological condition, number of cyclic charging/discharging etc. The study compares the storage depletion, which is the difference of state of charge at beginning of the year to the end of the year among the three systems. Homer calculates the battery lifetime based on the battery throughput which is the sum of the discharge energy measured after charging losses but before discharging losses.

### 6.2.5 Inverter modelling

An inverter is used to connect the AC and DC bus which converts the power from AC voltage to DC voltage. Equation 6.10 gives the actual power at the load side after the AC-DC voltage conversion, whereby \( P_o(t) \) is the power out of the inverter, \( P_i(t) \) is the power into the inverter, and \( \eta_{inv} \) is the inverter efficiency (95 %) [9]. The capacity of inverter is automatically selected by HOMER.

\[ P_o(t) = P_i(t)\eta_{inv} \]  \hspace{1cm} (6.10)

### 6.2.6 Economic analysis

The Cost of Energy (COE, $/kWh) which is defined as the average cost for one kWh of energy, can be calculated using Equation 6.11 [59], whereby \( C_{ta} \) is the total annualised cost of the system, and \( E_s \) is the total energy served in a year.

\[ COE = \frac{C_{ta}}{E_s} \]  \hspace{1cm} (6.11)

The total annualised cost of the system \( (C_{ta}) \) can be calculated using Equation 6.12 where \( C_{cap} \) is the capital cost, \( C_{rep} \) is the replacement cost, and \( C_{O&M} \) is the operation and maintenance cost

\[ C_{ta} = C_{cap} + C_{rep} + C_{O&M} \]  \hspace{1cm} (6.12)

The study also calculates the NPC using Equation 6.13, where CRF is the capital recovery factor and can be calculated with Equation 6.14 [59], where \( i \) is the real annual interest rate and is calculated using Equation 6.15, \( n \) is the number of years, \( i' \) is the nominal interest rate, \( f \) is the annual inflation rate.

\[ NPC = \frac{C_{ta}}{CRF(i,n)} \]  \hspace{1cm} (6.13)

\[ CRF(i, n) = \frac{i(1 + i)^n}{(1 + i)^n - 1} \]  \hspace{1cm} (6.14)
\[ i = \frac{i' - f}{1 + f} \]  

(6.15)

Table 6.4: Hardware components cost and lifetime for stand-alone hybrid micro-grid.

<table>
<thead>
<tr>
<th>Components</th>
<th>Description</th>
<th>Capital cost ($)</th>
<th>Replacement cost ($)</th>
<th>O &amp; M cost ($)</th>
<th>Life time (yr)</th>
</tr>
</thead>
<tbody>
<tr>
<td>PV Module [63]</td>
<td>250 W</td>
<td>930 kW</td>
<td>0</td>
<td>5/yr</td>
<td>25</td>
</tr>
<tr>
<td>ICE [64]</td>
<td>48 kW</td>
<td>370 kW</td>
<td>296 kW</td>
<td>0.05/h</td>
<td>15,000 h</td>
</tr>
<tr>
<td>LAB [65]*</td>
<td>2.8 kWh</td>
<td>325</td>
<td>325</td>
<td>0.05/h</td>
<td>5</td>
</tr>
<tr>
<td>Li-ion battery**</td>
<td>13.5 kWh</td>
<td>6,500</td>
<td>6,000</td>
<td>0</td>
<td>10</td>
</tr>
<tr>
<td>VRF [66, 67]</td>
<td>20 kWh</td>
<td>15,800</td>
<td>0</td>
<td>0</td>
<td>25</td>
</tr>
<tr>
<td>Inverter [9]</td>
<td>1 kW</td>
<td>800</td>
<td>750</td>
<td>20/yr</td>
<td>15</td>
</tr>
<tr>
<td>ICE Fuel [10]</td>
<td>Diesel Fuel</td>
<td>0.91 $/l</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Discount rate [10]</td>
<td></td>
<td>10 %</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

* It is assumed that battery is being fully replaced after its lifetime.
** Prices were provided within the HOMER Energy software.

An annual inflation rate of zero is used in the calculation of the interest rate. A 10% interest rate is used in this study. Table 6.4 provides a summary of the characteristics, costs, and lifetime of different system components.

6.3 Results and discussion

In this study, the effects of different battery technologies (i.e. LAB, Li-ion, VRF) on the PV/ICE hybrid system are first analysed while meeting the power requirements of differently scaled micro-grids (10-50 households). Table 6.5 shows the summary results of the optimised hybrid baseline scenario for 10 houses (210 kWh/day). The analyses are then extended to examine the effects of upscaling the system whilst studying the effects on performance indicators such as COE ($/kWh), CO₂ emissions (kg/yr), Duty Factors (kWh/start-stop/yr), and Renewable Penetration (%). Finally, a sensitivity analysis is conducted for the baseline scenario to see the effect of variations in the input parameters on the COE ($/kWh).

6.3.1 Type of battery technology

In this section, optimised results of PV/ICE/LAB, PV/ICE/Li-ion, and PV/ICE/VRF systems are compared when meeting a household load demand of 7,6650 kWh/yr with the highest reliability (zero unmet load). From Table 6.5, it is evident that the COE for PV/ICE/Li-ion system is the lowest (0.31 $/kWh), albeit very comparable to that for the PV/ICE/LAB. A similar trend is true for NPC ($) as well. This is attributed to the overall lower replacement and maintenance costs associated with using fewer, but higher rated Li-ion batteries (13.5 kWh, Table 6.4) compared to the LAB (2.8 kWh, Table 6.4). Although the replacement cost is higher than the PV/ICE/VRF system, both the capital and the O&M cost is lower in PV/ICE/Li-ion system than VRF-based system. On the other hand, the COE (0.35 $/kWh) and NPC ($242,052) for PV/ICE/VRF-based hybrid system is higher than the other two because of the higher capital cost for VRF-based technology (Table 6.4). From Table 6.6 it is also obvious that
the annualised capital cost for the PV/ICE/LAB-based system is much lower than PV/ICE/VRF and PV/ICE/Li-ion option. This explains why (overall) the COE for both LAB and Li-ion based hybrid systems are comparable.

Table 6.5: Summary of optimised hybridised PV/ICE systems based on three different battery technologies when used in a 10 house micro-grid. Load demand met is 76,650 kWh (210 kWh/day and 55.20 kW peak load demand).

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>PV/ICE/LAB</th>
<th>PV/ICE/Li-ion</th>
<th>PV/ICE/VRF</th>
</tr>
</thead>
<tbody>
<tr>
<td>COE ($/kWh)</td>
<td>0.32</td>
<td>0.31</td>
<td>0.35</td>
</tr>
<tr>
<td>NPC ($)</td>
<td>223,457</td>
<td>216,305</td>
<td>242,052</td>
</tr>
<tr>
<td>PV capacity (kW)/units</td>
<td>47.90/192</td>
<td>49.10/197</td>
<td>44.80/180</td>
</tr>
<tr>
<td>ICE generator capacity (kW)</td>
<td>48</td>
<td>48</td>
<td>48</td>
</tr>
<tr>
<td>Battery capacity (kWh)/units</td>
<td>229/82</td>
<td>108/8</td>
<td>100/5</td>
</tr>
<tr>
<td>Inverter capacity (kW)</td>
<td>23.30</td>
<td>23.40</td>
<td>19.60</td>
</tr>
<tr>
<td>PV energy (kWh/yr)</td>
<td>92,838</td>
<td>95,180</td>
<td>86,840</td>
</tr>
<tr>
<td>ICE energy (kWh/yr)</td>
<td>15,035</td>
<td>18,807</td>
<td>25,525</td>
</tr>
<tr>
<td>Renewable Penetration (RP, %)</td>
<td>80</td>
<td>76</td>
<td>67</td>
</tr>
<tr>
<td>Capital cost ($)</td>
<td>97,610</td>
<td>124,560</td>
<td>145,368</td>
</tr>
<tr>
<td>Replacement cost ($)</td>
<td>67,445</td>
<td>38,048</td>
<td>12,374</td>
</tr>
<tr>
<td>O&amp;M cost ($)</td>
<td>16,863</td>
<td>2,273</td>
<td>9,600</td>
</tr>
<tr>
<td>Fuel cost ($)</td>
<td>4,890</td>
<td>6,050</td>
<td>8301</td>
</tr>
<tr>
<td>Fuel consumption (l/yr)</td>
<td>5,374</td>
<td>6,723</td>
<td>9,122</td>
</tr>
<tr>
<td>Excess energy (kWh/yr)</td>
<td>19,140</td>
<td>30,466</td>
<td>23,349</td>
</tr>
<tr>
<td>Unmet load (kWh/yr)</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>ICE generator operating time (h/yr)</td>
<td>1,011</td>
<td>1,265</td>
<td>1,715</td>
</tr>
<tr>
<td>Engine starts (nos/yr)</td>
<td>533</td>
<td>662</td>
<td>762</td>
</tr>
<tr>
<td>Duty Factor (kWh/start-stop/yr)</td>
<td>28.20</td>
<td>28.40</td>
<td>33.50</td>
</tr>
</tbody>
</table>

Table 6.6: Total annualised cost of hybridised PV/ICE systems based on three different battery technologies when used in a 10 house micro-grid.

<table>
<thead>
<tr>
<th>System configurations</th>
<th>Capital cost ($)</th>
<th>O&amp;M ($)</th>
<th>Replacement cost ($)</th>
<th>Salvage ($)</th>
<th>Resource ($)</th>
<th>Total cost ($)</th>
</tr>
</thead>
<tbody>
<tr>
<td>PV/ICE/LAB</td>
<td>10,754</td>
<td>1,858</td>
<td>7,430</td>
<td>-314</td>
<td>4,891</td>
<td>24,619</td>
</tr>
<tr>
<td>PV/ICE/Li-ion</td>
<td>13,723</td>
<td>250</td>
<td>4,192</td>
<td>-452</td>
<td>6,118</td>
<td>23,831</td>
</tr>
<tr>
<td>PV/ICE/VRF</td>
<td>16,015</td>
<td>1,058</td>
<td>1,363</td>
<td>-70</td>
<td>8,301</td>
<td>26,667</td>
</tr>
</tbody>
</table>

The more interesting outcome relates to the way which battery technology affects the operational emissions, and in particular the combustion emissions from diesel fuel used in supplementary prime movers. The PV/ICE/LAB-based hybrid system produces less CO₂ emissions (14,064 kg/yr) despite having a comparable Duty Factor (28.20 kWh/start-stop/yr) to that for systems based on Li-ion (28.40 kWh/start-stop/yr). This may be explained by the lower operating time for the ICE in the PV/ICE/LAB (1,011 h/yr) compared to PV/ICE/Li-ion (1,265 h/yr). Further study is warranted to see whether this is
due to the unit size of each type battery type (Table 6.4). However, PV/ICE/VRF generates the highest CO\textsubscript{2} emissions (23,872 kg/yr) as shown in Table 6.7. A similar trend is evident for the other emissions. Another explanation for this is because the contribution of energy generation from the ICE in the PV/ICE/VRF system is greater (25,525 kWh/yr) than the contribution from the PV/ICE/LAB system (15,035 kWh/yr) and the PV/ICE/VRF system (18,807 kWh/yr) as shown in Table 6.5. However, the environmental impact of the VRF battery is lower than the LAB [68]. Additionally, lead is a hazardous metal with negative health implications [69], particularly in developing countries where outdated recycling process may cause serious health damage due to lead dust, fumes, and the discharge of hazardous waste from LAB [70, 71]. In relation to the life cycle GHG emissions, Li-ion has much lower life cycle emissions (0.00011 kg CO\textsubscript{2}-eq/kWh) [72] than the life cycle emissions of LAB (0.028 kg CO\textsubscript{2}-eq/kWh) [73].

**Table 6.7**: Operational emissions from hybridised PV/ICE systems based on three different battery technologies when used in a 10 house micro-grid.

<table>
<thead>
<tr>
<th>Emissions (kg/yr)</th>
<th>PV/ICE/LAB</th>
<th>PV/ICE/Li-ion</th>
<th>PV/ICE/VRF</th>
</tr>
</thead>
<tbody>
<tr>
<td>CO\textsubscript{2}</td>
<td>14,064</td>
<td>17,594</td>
<td>23,872</td>
</tr>
<tr>
<td>CO</td>
<td>90.80</td>
<td>114</td>
<td>154</td>
</tr>
<tr>
<td>Unburn Hydro Carbon</td>
<td>3.87</td>
<td>4.84</td>
<td>6.57</td>
</tr>
<tr>
<td>Particulate Matters</td>
<td>0.54</td>
<td>0.67</td>
<td>0.91</td>
</tr>
<tr>
<td>SO\textsubscript{2}</td>
<td>34.40</td>
<td>43.10</td>
<td>58.50</td>
</tr>
<tr>
<td>NO\textsubscript{x}</td>
<td>84.20</td>
<td>105</td>
<td>143</td>
</tr>
</tbody>
</table>

Although the renewable energy contributions from the PV module is comparable for all three systems, the lower battery capacity for PV/ICE/VRF is attributed to the greater contribution of ICE energy for load meeting reliability. Therefore, the emissions for the PV/ICE/VRF hybrid system are relatively higher compared to the other two systems. As such the Renewable Penetration (RP) for PV/ICE/LAB is comparatively higher (80 %) among the systems. It is also evident from the outcomes that excess energy generation from the PV/ICE/LAB (19,140 kWh/yr) system is comparatively much lower than the PV/ICE/Li-ion (30,466 kWh/yr) and PV/ICE/VRF (23,349 kWh/yr) systems. This is due to the different battery capacity for these systems, which receives surplus energy produced by the PV modules during the charging process as presented in Table 6.8. It is also obvious from Table 6.8 that an LAB has a lower expected life time (3.47 years) than the Li-ion (10 years), and the VRF battery (25 years). More importantly, a Li-ion battery serves the same load demand with much lower nominal capacity with minimal losses compared to the other two batteries. However, a VRF battery, as reported earlier, has a higher lifetime of 25 years. This is because the LAB has a lower cycle life and is much more sensitive to the depth of discharge, discharge rate, and temperature than the Li-ion and VRF batteries.

Figures 6.6(a), (b), and (c) represent the state of charge for one year of LAB, Li-ion, and VRF, respectively. The minimum battery state of charge for a lead acid battery is considered as 20 % to
increase its longevity [10]. This is why the PV/ICE/LAB hybrid energy system requires a larger battery bank to meet the load demand. Additionally, both the Li-ion (Figure 6.6(b) and VRF (Figure 6.6(c)) batteries can be deep discharged down to 0 % and charged and discharged faster compared to the lead acid battery. Therefore, a smaller battery bank is required to meet the demand using Li-ion and VRF batteries.

Table 6.8: Battery performance for hybridised PV/ICE systems when used in a 10 house micro-grid.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>PV/ICE/LAB</th>
<th>PV/ICE/Li-ion</th>
<th>PV/ICE/VRF</th>
</tr>
</thead>
<tbody>
<tr>
<td>Battery nominal capacity (kWh)</td>
<td>229</td>
<td>108</td>
<td>100</td>
</tr>
<tr>
<td>Usable nominal capacity (kWh)</td>
<td>183</td>
<td>108</td>
<td>100</td>
</tr>
<tr>
<td>Energy in (during charging, kWh/yr)</td>
<td>44,087</td>
<td>36,130</td>
<td>37,373</td>
</tr>
<tr>
<td>Energy out (during discharging, kWh/yr)</td>
<td>35,422</td>
<td>32,618</td>
<td>28,105</td>
</tr>
<tr>
<td>Storage depletion (kWh/yr)</td>
<td>170</td>
<td>106</td>
<td>87</td>
</tr>
<tr>
<td>Losses (kWh/yr)</td>
<td>8,835</td>
<td>3,618</td>
<td>9,355</td>
</tr>
<tr>
<td>Annual throughput (kWh/yr)</td>
<td>39,603</td>
<td>34,382</td>
<td>32,453</td>
</tr>
<tr>
<td>Lifetime throughput (kWh)</td>
<td>137,360</td>
<td>343,820</td>
<td>811,314</td>
</tr>
<tr>
<td>Expected lifetime (yr)</td>
<td>3.47</td>
<td>10</td>
<td>25</td>
</tr>
</tbody>
</table>
Fig. 6.6: Time resolved Battery state of charge for (a) LAB (229 kWh), (b) Li-ion (108 kWh), and (c) VRF (100 kWh) batteries over the period of one year in the baseline (10 houses) micro-grid.

The annual average battery state of charge for LAB, Li-ion, and VRF systems is 57 %, 50 %, and 49 %, respectively. From a technology perspective, the Li-ion batteries have shown accelerated progress in their capacity, energy density, cost reduction, and safety issues [74]. On the other hand, VRF batteries have also gained much attention for energy storage application, particularly as recent development of vanadium electrolyte technology makes them denser, reliable, and cost effective [75]. Therefore, it is expected that in near future, both Li-ion and VRF batteries could play vital role in stand-alone energy storage applications.

6.3.2 Scalability of daily load demand

Analysis takes into account different daily load demands, keeping the same fluctuation as the baseline scenarios. From Figure 6.7, it is evident that for a PV/ICE/LAB hybridised system, the COE changes almost 10% from the base load scenario of 10 houses to the 50 houses micro-grid. However, the COE changes 4~5 % and 7~8 % from the 10 houses base load demand to the 50 houses micro-grid for the PV/ICE/Li-ion and PV/ICE/VRF-based hybridised systems, respectively. This indicates that differences in COE between PV/ICE/LAB, PV/ICE/Li-ion, and PV/ICE/VRF increase at higher load demands.

Results from Figure 6.8 also indicate that the PV/ICE/LAB hybridised system generates relatively smaller amounts of excess energy compared to the PV/ICE/Li-ion and PV/ICE/VRF-based hybridised systems while meeting the same load demand. This is because of the HOMER optimisation algorithms choosing larger battery capacities for the PV/ICE/LAB system, which accepts a significantly larger amount of the surplus energy produced by the PV module than the rest of the system configurations. Additionally, PV module capacities for the PV/ICE/Li-ion and PV/ICE/VRF-based hybridised systems are greater than the PV/ICE/LAB system. The results also indicate that the excess energy decreases almost half from the 10 houses base case scenario to the 50 houses micro-grid for all the cases.
**Fig. 6.7:** COE ($/kWh) for hybridised systems with different batteries and changing load demands based on differently sized micro-grids (10–50 houses).

**Fig. 6.8:** Excess energy to load demand for hybridised systems with different batteries and changing load demands.

It is evident from Figure 6.9 that the DF rises significantly for all the system configurations as the load demand increases. For example, for the PV/ICE/LAB system meeting the 10 houses base load demand has a DF of 48 kWh/start-stops/yr whereas for a 50 houses micro-grid, the DF increases to 137 kWh/start-stops/yr. A similar trend is also apparent for the other systems. This is because when there is elevated load demand, the ICE meets a greater load in every start-up. The results from this outcome also
indicate that Renewable Penetration is higher for PV/ICE/LAB system regardless of how load demand changes, as shown in Figure 6.10. Additionally, RP decreases for all three systems as the load demand increases.

**Fig. 6.9:** Duty Factor (DF) for hybridised systems with different batteries and changing load demands.

**Fig. 6.10:** Renewable Penetration (RP) for hybridised systems with different batteries and changing load demands.

6.3.3 Sensitivity to hardware and operational costs

The last part of this study examines whether changes to several cost components affects the likely COE. These varied parameters are capital cost, PV cost, battery cost, and fuel cost on the COE for the base-load scenario of 10 houses. It is clear from Figure 6.11(a) that the capital cost has significant effects on the COE for all the system configurations. A 40% reduction in capital cost would decrease the COE
by 32\%, 31\%, and 24\% for PV/ICE/Li-ion, PV/ICE/LAB, and PV/ICE/VRF-based hybridised systems, respectively. The larger difference is appeared in VFR-based system because of the higher capital cost of the system components for the PV/ICE/VRF system compared to the former two systems. The results indicate that the variation of battery costs might have a considerable effect on the COE for the three different configurations. The COE of the PV/ICE/VRF system is more visibly affected by a variation in battery cost than the other two systems, as shown in Figure 6.11(b). A further 40\% in the cost of the battery for the both PV/ICE/Li-ion and PV/ICE/VRF-based hybridised systems would result in 17\% declines in the COE, whereas for the PV/ICE/LAB the decline would be 15\%. With recent progress in the development of Li-ion and VFR batteries, the capital cost of these batteries will drop considerably compared to the LAB, as the technology is now well-developed. Therefore, a 20\% reduction in VRF cost would match the base case COE of the PV/ICE/LAB–based hybridised system. This reduction of Li-ion battery cost however gives major boost for the application of stand-alone hybrid systems. Additionally, the replacement and operating cost for a LAB is much higher than the equivalent costs for Li-ion and VRF batteries as the lifetime of the LAB is lower than the costs for the Li-ion and VRF batteries. PV module cost also affects the COE to some extent in all cases. As the PV capacities for all the scenarios are similar, the changes are also alike, as shown in Figure 6.11(c). It is also evident from this analysis that variations in the fuel price have some effects on the COE for all system configurations. However, the changes are higher for the PV/ICE/VRF hybridised system compared to other two systems shown in Figure 6.11(d). This is because of the greater contribution of the ICE which is attributed to higher fuel consumption.
Fig. 6.11: Sensitivity analysis for variations to (a) capital cost (b) battery cost, (c) PV, and (d) fuel cost on COE for PV/ICE/LAB, PV/ICE/Li-ion, and PV/ICE/VRF–based hybrid systems for the baseline 10 house micro-grid.
6.4 Conclusions

The effects of three battery technologies (LAB, Li-ion, and VRF) and load scalability (10 to 50 houses) on the performance of a hybridised stand-alone micro-grid have been analysed. The main outcomes of this study are summarised as follows:

- The COE for both PV/ICE/LAB and PV/ICE/Li-ion systems is comparable. This appears true across all scales considered and even when up to ±40% variations are applied to the baseline case (10 house micro-grid) in terms of changes to the cost of PV panels, batteries, and diesel fuels. The PV/ICE/VRF system is more sensitive to variations in capital and battery costs than the systems based on LAB and Li-ion batteries. The results also show that the COE is less sensitive to variations in PV module costs, while fuel costs have some effects on COE for all the three hybridised systems.

- Despite the higher replacement costs of PV/ICE/LAB, these appear to be offset by the much higher capital costs associated with PV/ICE/Li-ion and PV/ICE/VRF batteries. The net result appears as a relatively similar COE for both PV/ICE/LAB and PV/ICE/Li-ion systems.

- Whilst the study did not consider the lifecycle emissions associated with each battery technology, it appears that operational emissions (ICE fuel combustion) are lowest with PV/ICE/LAB systems compared to others. This is also reflected through these systems (based on LAB technology) having the best renewable energy penetration (80%) compared to PV/ICE/Li-ion (76%) and PV/ICE/VRF systems (67%). Systems integrating LAB’s also have the lowest excess (dumped) energy. Contributing to this may be the need to maintain higher overall (a range) battery state of charge in LAB systems.

The above summary observations indicate that optimisations which do not include life cycle emissions (within single- or multi-objectives) are unlikely to yield much variations in COE between LAB and Li-ion storage when integrated in hybridised systems. Additional research on stand-alone hybridised systems based on multi-objective optimisations that consider cradle-to-grave (life cycle) impacts of different battery technologies is warranted. This is supported by the significantly higher replacement costs and shorter lifetimes associated with LAB systems. To exemplify, the replacement and O&M costs for the PV/ICE/VRF-based system ($12,374 and $9,600, respectively) are lower than equivalent costs for the PV/ICE/LAB system and the PV/ICE/Li-ion system (replacement cost for PV/ICE/LAB is $67,445 and O&M cost is $16,863; replacement cost for PV/ICE/Li-ion is $38,048 and O&M cost is $2,273). However, the results presented in this study which are based on a limited number of constraints and hardware specifications may also indicate that where stand-alone hybrid systems are sized (without including life cycle emissions as an objective function), the impact of whether LAB or Li-ion batteries are used may have limited impact on the outcomes. Further research is warranted to resolve this.
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Chapter 7: General Discussions

The study focuses on several key issues related to optimally sizing stand-alone hybridised power, power and heat (CHP), and power, heating, and cooling (CCHP) systems. The significance of the study is presented in Section 1.5. Although earlier research on stand-alone hybridised power systems has been conducted, very few of the studies available in the literature focus on stand-alone hybridised CHP, and CCHP systems. Moreover, the study also investigates the effects of various parameters while sizing the optimal power, CHP, and CCHP systems when meeting reliability constraints, which is unnoticed in a number of studies in the literature. The primary objective of this project is to investigate the optimal system configurations using Genetic Algorithms (GA) whilst examining the effects of a number of parameters which influence sizing while satisfying a dynamic load profiles (i.e. electric, heating, and cooling). The PhD project also includes an extension to identify the impact of different battery technologies on optimisation conducted using HOMER.

The specific results of each chapter have already been discussed. This chapter is focused on the overall representation of fundamental outcomes from this study and their integration. In this regard, the key research questions presented in Chapter 1 are also addressed in the subsequent sections.

7.1 Stand-alone systems meeting electric load only

When using single objective Genetic Algorithms (GAs) to optimally size systems satisfying highly dynamic electric load, the study first analyses the effects of several key factors on the Cost of Energy, reliability of meeting demand, renewable penetration, duty factors, and environmental impact (Chapter 2). The study also includes the optimisation of a hybrid system using HOMER with different battery technology (Chapter 6). In the following discussion, the issues related to research questions RQ 1 and RQ 5 have been addressed.

- **Cost of Energy:** The results of this study show in Chapter 2 that the type of prime movers (i.e. ICE or MGT) and their configurations have significant effect on Cost of Energy (Table 2.4). The cost for renewably-based system with battery storage is comparable with the ICE-based hybrid energy systems regardless of a single large unit or multiple units used in tandem. However, the COE for ICE-based hybrid system is considerably lower than the MGT-based system. From the sensitivity analysis it can be said that the changes of interest rate and overall capital costs of components have noticeable effect on the COE for both scenarios while the other parameters (fuel cost, PV costs, and capital costs of ICE) have the least effect (Figure 2.9).

- **Performance indicators:** Combustion based hybridised systems produce significant amounts of waste heat as well as CO$_2$ (operational) and life cycle emissions, even though the COE may
be similar to PV/Batt systems. This is likely to be exacerbated if a thermal load (through cogeneration or trigeneration) also needs to be met, which then impacts overall efficiency not just COE. The results of this study indicate that the ICE-based system is more environmentally sustainable than the MGT-based hybrid system (Table 2.4). Although, the COE for the MGT based hybrid system is much higher than the hybrid ICE system, the MGT produces 316% waste heat to the electric power supplied by it. This figure is considerably lower for the ICE (129% waste heat to supplied electric power) and could possibly make the MGT system a more favourable supplementary device for cogeneration applications (Table 2.4).

- **Hardware parameters:** The COE for system consisting single unit supplementary prime mover is comparable to the similar capacity multiple prime movers operating in tandem (Table 2.4). However, the waste heat generation from the multiple units of supplementary prime movers is significantly higher than a single capacity engine at the cost of LCE. This is because of lower starting threshold constraints of ICEs or MGTs, which force to start engines when the load demand is lower (i.e. 9kW for 30kW engine) than the larger single capacity engine (i.e.18kW for 60-65kW). The transient start-up of supplementary prime movers have insignificant effects on sizing for both PV/Batt/ICE and PV/Batt/MGT-based hybrid systems, which account missed load 35kWh and 210kWh, respectively, over the year. The loss of load demand due to the transient behaviour of prime movers are well below the loss of power supply constraints (760kWh, LPSP: 0.01±0.005) considered in this analysis for system sizing. Although the minimum starting threshold (P_{sup, min}) of supplementary prime movers has no considerable effects (4–7%) on COE, it does on the LCE and operational CO\(_2\) emissions (Figure 2.7) because of the higher running at lower P_{sup, min}. From this study in Chapter 2 indicate that the effects of P_{sup, min} for the system involves ICE is less pronounce in relation to the waste heat generation to the supplied power. However, this effect is more significant for MGT-based hybrid system that ICE-based system (Figure 2.7 (d)). This is due to the engine characteristics that produce more heat for power for MGT than the ICE.

- **Optimisation methods:** The study presented above is carried out using population size 10 as there appears no appreciable further improvement of objective function (Cost of Energy) but the time is considerable higher at larger population size than 10 (Appendix E). The effects of temporal resolution (60min vs 15min) of meteorological (i.e. solar irradiation, wind velocity, and ambient temperature) and electric load data have been discussed in Chapter 2 (Figure 2.8). The results from this indicate that this effect is insignificant on the COE and the waste heat generation. However, there are noticeable effects on emissions for both PV/Batt/ICE and PV/Batt/MGT-based hybrid systems which lead to further investigation of this study using 15min resolution for CHP (Chapter 3) and CCHP (Chapters 4 and 5) systems. Chapter 6 investigates a stand-alone PV/ICE system with different battery technologies (i.e. Lead acid, Li-ion, Vanadium redox flow) both economically and environmentally. Optimisation of this
study reveals that both Lead Acid Battery (LAB) and Li-ion-based hybridised system has comparable COE, whereas, the system involves Vanadium Redox Flow (VRF) battery cost is relatively higher because of the higher capital cost of battery (Table 6.5). Although capital and annualised costs associated with PV/ICE/Li-ion and PV/ICE/VRF-based systems are higher than the PV/ICE/LAB-based systems, the replacement and O & M costs are considerably lower in systems involves in Li-ion and VRF than the LAB (Tables 6.5 and 6.6). Although the COE and NPC for the PV/ICE/Li-ion is comparable to the PV/ICE/LAB, the affordability (lower battery capital cost) availability across the world, and extensive study of using lead acid battery (Table 6.2) encourages further study with lead acid battery.

7.2 Stand-alone energy system meeting electric and heating loads (CHP)

When using both single- and double-objective GA optimisations applied to systems featuring waste heat (generated by the supplementary prime movers), the project also considered two types of Power Management Strategies, namely Following Electric Load (FEL) and Following Electric and Thermal Load (FEL/FTL). These studies are carried out using multiple units of supplementary prime movers. The results reported in Chapter 2 showed waste heat generation from combustion based prime movers (ICE and MGT) differs based on their capacity (using larger units compared to smaller capacity engines, for similar overall capacity). All analyses were undertaken while sizing the optimised hybridised CHP systems when satisfying a specified reliability (LPSP: 0.01±0.005). The research further considers relative magnitude of electric and heating loads to examine the seasonal effects on system sizing. In this section, RQ 2 has been identified.

- **Cost of Energy:** The results presented in Chapter 3 indicate that the load following strategies have marginal effects on COE. This is also true when the system is sizing using single- or multi-objective optimisation techniques. Additionally, the COE is comparable for PV/Batt/ICE and PV/Batt/MGT regardless of Power Management Strategies and optimisation techniques (Figure 3.6 (a)).

- **Performance indicators:** The PMS has significant effects on overall CHP system efficiency. The hybridisation of PMS (FEL/FTL) results in considerably higher overall CHP efficiency than the FEL type PMS. This outcome is more articulated for PV/Batt/ICE-based hybridised CHP system (32% higher in FEL/FTL than FEL strategies). The overall efficiency for hybridised system involves ICE is higher compared to MGT-based hybrid system. This is due to the higher electric efficiency of ICE (≈35%) than the MGT (≈25%). Results also indicate that the type of PMS affects the Life Cycle Emissions and waste heat generation (Figure 3.6). The biggest improvements in relation to meeting thermal demand achieved when the system is operating in FEL/FTL type PMS. This is also true for both single- and multi-objective
optimisations and the type of prime movers. Similar outcomes also appear for emissions. The relative changes of electric and thermal loads do not affects COE for the PV/Batt/ICE-based systems but have considerable effects for MGT-based systems. However, the overall efficiency is consistently better in higher thermal demand (i.e. lower ETLR) compared to higher electric demand. The higher environmental benefits attained in a system where the thermal demand is bigger than the electric demand (Figure 3.8). The energy generation from supplementary prime mover at lower ETLR is relatively lesser due to the constraints considered (\( P_{\text{sup.min}} \)) in which the electric load is more likely to fall below this threshold. In this context, the PMS forces to select large number of PV modules and battery bank up to the constraints (Table 3.2) and then the number of supplementary prime movers to meet the specified reliability (LPSP: 0.01±0.005). This is also attributed to the higher cost for MGT-based systems as the capital cost of MGT is substantially higher than the ICE (Table 3.5). The ETLR has insignificant effects on the Renewable Penetration (RP) (Table 3.4). However, there are notable effects on satisfying load demands (LPSP) as the ETLR decreases, the LPSP also declines. This is more likely to be occurred at lower ETLR because the GA optimisation cannot select the components beyond the constraints.

- **Optimisation methods:** Whilst the system operating FEL/FTL type PMS have no significant improvement in COE and overall efficiency between single- and multi-objective optimisation techniques, the recovered waste to meet the thermal demand is marginally higher in multi-objective optimisation (Table 3.3). In this process of optimisation, the algorithm attempts to make the most use of recovered waste heat generation so as to maximize the overall CHP efficiency. This is attributed to the higher contribution of energy from the supplementary prime movers in multi-objective optimisation compared to the single objective technique. Therefore, the optimisation techniques affect sizing of CHP system components.

7.3 Stand-alone energy systems meeting electric, heating, and cooling loads (CCHP)

The results discussed above largely based on the stand-alone systems sizing meeting electric and heating loads only using largely single objective Genetic Algorithms (GAs). The outcomes presented in Chapter 4 analyses the effects of different load following strategies (i.e. FEL/FTL and FEL), hardware components, and changing the relative magnitudes of heating and cooling loads with same electric load using multi-objective optimisation (i.e. Cost of Energy and overall CHP/CCHP efficiency). This project uses a reliability constraint while meeting highly dynamic electric, heating, and cooling loads reported in Equation 4.15 and a detailed PMS to optimise the system configurations (Figure 4.5). The results compare CHP system with a system adding absorption thus meeting the cooling load through it. In Chapter 5, the research is investigated considering three objective functions of Cost of Energy ($/kWh), overall system energy efficiency (%) and exergy efficiency (%) of a stand-alone hybridised system.
(PV/Batt/MGT) of power only (electric load only), CHP (electric and heating loads), and CCHP (electric, heating, and cooling) systems. The loads and meteorological data taken in this study are highly dynamic and a specific load demand reliability (LPSP) is considered while meeting the load requirements. A hybrid type PMS of FEL/FTL is used for analysis. A sensitivity of using double- vs triple-objective functions is carried out. Further analysis is done with changing relative magnitude of heating and cooling loads on sizing optimisation of a hybridised CCHP systems. The analysis presented in the subsequent sections is addressed the research questions RQ 3 and RQ 4.

- **Cost of Energy:** The results presented in Chapter 4 indicate that there is significant difference of COE for stand-alone hybrid CCHP systems operating between FEL/FTL and FEL strategies (Figure 4.7). However, the system operating CHP mode achieves marginal improvements (11%) in COE than the CCHP systems for both PV/Batt/ICE and PV/Batt/MGT-based configurations while operating FEL/FTL type PMS. The results indicate that a stand-alone hybridised system meeting electric load only (Power only system) has a lower COE than a CHP (meeting electric and heating loads) a CCHP (meeting electric, heating, and cooling loads) systems (Figure 5.7(a)). Although the cost is higher in a CCHP system, this system would benefit with higher efficiency, higher renewable penetration, and lower operational emissions than a CHP system and a power only system (Table 5.4 and Figure 5.7). However, Figure 5.7(c) indicates that the overall exergy efficiency in a CCHP system is lower than a CHP system and comparable with the power only system configuration. These trends are also true for systems with higher capacity supplementary prime movers (MGT 65kW). Even though the overall system energy and exergy efficiency for all configurations are comparable with MGT 65kW and MGT 30kW-based systems, the COE for the MGT 65kW-based systems is higher than MGT 30kW-based systems (Figure 5.7).

- **Performance indicators:** The interesting result evident from this study (Figure 4.7) is that the operational emissions (fuel dependant emissions) are lower in CHP compared to CCHP system unlike the other studies found in literature. This is because meeting cooling demand through electric chillers (powered by PV or battery) means the equivalent electric demand is higher compared to the cooling demand satisfying by the absorption chiller. In this context, the supplementary prime movers can run less frequently (the range constraints tested in GA modelling) in CHP systems compared to CCHP systems. It is also evident from Table 4.4 that the CHP systems have higher Renewable Penetration, lower fuel usage, and lower recovered waste heat to thermal demand in CHP than the CCHP systems. For both PV/Batt/ICE and PV/Batt/MGT-based hybridised CCHP systems, the lower COE and the higher overall efficiency in FEL/FTL are achieved at the expense of operational emissions (i.e. CO₂, NOₓ) than the FEL type PMS (Figure 4.7). This is due to the higher running hour under FEL/FTL strategy which is attributed to higher fuel consumption and consequently the greater operational
emissions than FEL. However, the CCHP systems in FEL/FTL strategy have higher Duty Factor and lower transient start-ups than FEL. This indicates that once the supplementary prime movers start, it runs maximum time in FEL/FTL mode. It is also observed that the Renewable Penetration (RP) is significantly higher in the FEL strategy for both PV/Batt/ICE and PV/Batt/MGT-based CCHP systems compared to the FEL/FTL. This is marginally higher in CHP than the CCHP systems operating in FEL/FTL strategies. Additionally, the RP is slightly higher in PV/Batt/MGT than the PV/Batt/ICE -based systems for both CHP and CCHP configurations irrespective of operating strategies. The results are further extended to examine the effects of changing the relative proportions of heating (P_{ther, h}) and cooling (P_{ther, c}) loads keeping the electric load same. For PV/Batt/ICE-based hybrid CCHP systems, the changing relative ratio of P_{ther, h}:P_{ther, c} has no significant effects on the COE. These changes have considerable effects on cost for PV/Batt/MGT-based hybrid CCHP systems due to the higher capital cost of MGT and lower electrical efficiency requires larger PV and battery bank than ICE. For both PV/Batt/ICE and PV/Batt/MGT-based CCHP systems, the relative changes of heating and cooling loads has no appreciable effects on the overall CCHP efficiency (Figure 4.8). However, this considerably affects the system sizing as the heating load increases for 30% to 70% of total thermal demands. This increased heating demands lead to smaller proportion of heating demand is met by recovered waste heat and the rest heating demand is satisfied through using PV and battery bank. Thus requires larger number of PV modules and battery bank with the increased heating demand. Additionally, the systems with higher heating than the cooling load have higher Renewable Penetration, lower recovered waste heat to thermal demand, inferior operational emissions, and smaller Duty Factor than the systems with higher cooling demands (Figure 4.8 and Table 4.5). Alternatively, for the larger cooling demand compared to heating demand needs smaller number of PV modules and battery bank because of higher coefficient of performance of electric chiller (COP=3.5) compared to the electric heater efficiency (η_{wh,sys}=0.97). It is evident from the results present in Chapter 5 that changing the relative magnitude of heating and cooling loads of a CCHP system has no significant effects on the COE and the overall energy efficiency. However, the overall exergy efficiency and renewable penetration are increased where the system has higher heating load than the cooling load. Additionally, the CCHP system with higher heating value would be environmentally benefited at the expense of duty factor.

- **Hardware parameters:** The results indicate that the CCHP systems (using an absorption chiller) in FEL/FTL have some developments in overall system efficiency compared to CHP systems. This difference is less appreciable when the CCHP systems operate FEL and compare with the CHP operate FEL/FTL type PMS (Figure 4.7). The systems involve MGT have always higher COE compared to ICE-based hybridised CHP and CCHP systems regardless of operating strategies. This is because of the higher capital cost of MGT and lower electrical efficiency.
compared to ICE (Tables 2.2 and 4.5). Results from Chapter 5 indicate that the overall energy and exergy efficiencies are higher in CHP and/or CCHP systems than the power only systems.

- **Optimisation methods:** The results achieved with triple-objectives (COE, $\eta$, $\eta_{ex}$) are comparable to those with double-objective functions (COE, $\eta$; or COE, $\eta_{ex}$).

In summary, this PhD project has investigated many factors affecting the sizing optimisation of a stand-alone power, CHP, and CCHP systems while meeting highly dynamic load and meteorological data within a specific load reliability. These systems have barely investigated in the current literature where detailed of PMSs are studied and dynamic electric, heating, and cooling loads within a specific load reliability are reported. The proposed system could be benefited to the remote community by improving the overall system efficiency through recovering waste heat and integrating renewable penetration lessen the dependency of fossil fuels with limited application of battery bank. In this way, a stand-alone hybridised CCHP system could reliably supply electric, heating, and cooling demand which is cost-effective and at the same time environmentally sustainable.
Chapter 8: Conclusions and Future Recommendations

8.1 Concluding remarks

This thesis investigates the effects of different types prime movers (i.e. ICE and MGT) when integrated into hybridised systems with PV modules and satisfying highly dynamic electric, heating, and cooling demand in a stand-alone community. The study analyses the impact of incremental increases to simulation complexity and different hardware components on the optimised systems. The meteorological data used in GA part of this work is from a remote location of Western Australia (Broome: 17°56’S latitude and 122°14’E longitude) and load profiles from a stand-alone application are incorporated. The load profiles are scaled and post-processed to allow different overall scales to be investigated. The research has been largely focused on using MATLAB-based single- and multi-objective Genetic Algorithms (GA) to address the research questions presented in Chapter 1. The optimisation results of stand-alone hybridised power, CHP, and CCHP systems are reported with several key performance indicators under the specific set of constraints tested. The findings reported in this thesis are summarized as follows:

- **Cost of Energy**: The Cost of Energy is comparable when hybridised systems are sized between a single large capacity and multiple prime movers operating in tandem meeting an electric demand. The other factors such as start-up thresholds, temporal resolution and transient time have insignificant effects on COE when the hybridised system is optimised using single objective optimisation. However, the PV/Batt/ICE-based hybrid system is more cost effective than the PV/Batt/MGT-based system because of higher capital cost of MGT than ICE. When the hybridised system is sized meeting electric and heating loads, the load following strategies have marginal effects on COE. The COE is comparable between PV/Batt/ICE and PV/Batt/MGT regardless of optimisation techniques used. With changing the relative magnitude of electric and heating loads, the COE is comparable for PV/Batt/ICE-based system whereas the COE is higher in larger heating demand for PV/Batt/MGT-based system. The COE for hybridised CHP system is slightly lower compared to the stand-alone CCHP system because of the additional hardware component (absorption chiller) in CCHP. The FEL/FTL type PMS leads to better economic benefits compared to FEL strategy for all system configurations. Additionally, COE is comparable for PV/Batt/ICE system while changing the magnitude of heating and cooling loads. The COE however increases considerably for PV/Batt/MGT-based hybrid CCHP system at the higher thermal load compared to the cooling load. Whilst the system (PV/Batt/MGT) is sized meeting electric, heating, and cooling loads, the COE for power only system is lower than the CHP and the CCHP system configurations. However, the COE is comparable with changing the magnitude of heating and cooling loads. The COE and NPC for
a lead acid battery (PV/ICE) based stand-alone hybridised system meeting power demand only are comparable with the Li-ion based system and lower than a vanadium redox flow based system while the system is optimised using HOMER. The similar trend is appeared when system is sized while changing the scalability of load demand. However, the availability and the lower capital cost of lead acid battery attributed to the extensive use in the hybridised system applications.

- **Overall system efficiency:** The Power Management Strategies strongly affect the system overall efficiency for both PV/Batt/ICE- and PV/Batt/MGT-based hybridised CHP systems using single or multi-objective optimisation techniques. Higher heating loads lead to greater overall CHP efficiency for all hybridised CHP systems. The overall system efficiency is also hardware specific because of their operating characteristics. The stand-alone hybridised CHP system achieves lower cost at the expense of overall system efficiency. The overall system efficiency (CHP/CCHP) is noticeably higher in FEL/FTL type PMS than FEL for both PV/Batt/ICE and PV/Batt/MGT-based hybrid CHP/CCHP systems. However, the system efficiency is not affected by the magnitude of heating and cooling loads. Although a stand-alone CCHP system (PV/Batt/MGT) has higher overall system efficiency than power only and CHP systems, the overall exergy efficiency is lower than the CHP system and comparable with power only system. However, changing the relative magnitude of heating and cooling loads has insignificant effects on overall system energy efficiency; however, these changes affect the overall system exergy efficiency.

- **Consequential performance:** Higher Renewable Penetration in a single larger capacity engine-based hybridised system leads to lower Life Cycle Emissions as well as operational emissions than multiple engine-based hybrid system. However, the waste heat generation is considerable higher in the systems with multiple engine than a single engine. Waste heat generation and emissions are also larger with the lower minimum starting threshold. It is also evident that finer temporal resolution attributed to better environmental benefits. The use of hybrid PMS in CHP system sizing leads to lower LCE compared to FEL type PMS. The system with higher heating load has environmental benefits in single optimisation sizing. Although no significant improvements can be achieved in terms of COE and overall efficiency between single- and multi-objective optimisations, the biggest merits of multi-objective functions are to meeting higher heating demand through recovered waste heat. Higher renewable penetration in CHP system leads to lower operational emissions than CCHP system when operating in FEL/FTL strategy. PV/Batt/MGT-based hybrid CHP/CCHP systems produce lower operational emissions compared to PV/Batt/ICE. Power Management Strategies have significant effects on operational emissions. Additionally, the systems with relatively higher heating demand generate smaller amount of emissions than larger cooling loads. A stand-alone hybridised PV/Batt/MGT power system has higher DF at the expense of operational emissions than a CHP
and a CCHP systems when the systems operating on FEL/FTL type PMS. Lower operational emissions and higher renewable penetration are achieved in a hybridised CCHP system with a higher heating load than a cooling load at the cost of DF. In HOMER optimisation, the PV/ICE/LAB-based system has lower operational emissions and higher renewable penetration than the PV/ICE/Li-ion and the PV/ICE/VRF-based hybridised systems. Both Li-ion and VRF batteries require lower capacity to meet the load demand as they can discharge down to zero and have lower annual depletion rate than a lead acid battery.

8.2 Future recommendations

This PhD project has considered a number of factors, which are contributed to knowledge in designing reliable, cost-effective stand-alone power, CHP, and CCHP systems. However, there are still several areas where further study is warranted bearing in mind the following factors:

- Lab- or pilot-scale application of different Power Management Strategies as discussed in this thesis through experimentation to analyse the COE and system overall efficiency.
- Studies with different system configurations such as wind turbine, solar thermal, hydrogen fuel cells, geothermal energy, heat pump etc.
- Experimentation of energy storage for power quality, voltage stabilisation and integration of number of charging/discharging cycles, and environmental effects on modelling of energy storage system.
- The effects of advanced economical modelling, inflation rates, adding carbon tax, and hourly maintenance cost of hardware components on Cost of Energy.
- Exergy analysis to understand the effect of exergy destruction in each component (both avoidable and unavoidable parts) and optimise the system components to minimise the avoidable exergy destruction.
- Optimised the systems using other intelligent techniques such as Particle Swarm Optimisation (PSO), improved Hybrid Optimisation by Genetic Algorithm (iHOGA), Ant Colony Optimisation (ACO), Simulated Annealing (SA), Differential Evaluation (DE) etc. and compare results with this study. The future works can be extended using different objective functions such as Life Cycle Emissions, exergetic sustainability etc.
- Utilization of Alternative Energy websites as a tool to communicate the trends and findings are identified in this research to further elaborate on trends and statistics studies on the most relevant criteria for the involved stakeholders such as end users, and both public and private investors.
• Analysing the hybridised Power, CHP, and CCHP systems with innovative PV modules including tracking systems, advanced storage devices, and integrated building energy system, and electric vehicle deployment with the system.

• Integrating desalination with the hybridised systems for multi-generation (i.e. power, chilled water, hot water, and drinking water) for the remote coastal area application in developing and underdeveloped countries.

• The impact Predictive Power Management Strategies on economical and operational characteristics of stand-alone power, CHP, and CCHP systems.

• The effects of using advanced Load Following Strategies such as in sizing stand-alone hybridised CCHP systems.

• Analysing the systems with different temporal resolutions, climatic conditions, and a range of magnitudes of load demands.

• Optimised the systems satisfying different load demands such as electric, hot water, space heating, cold water, space cooling with integrating different hardware components and renewables are warranted for further study.
Appendices
Appendix A, B, C, D and F
are not included in this version of the thesis
Appendix E  Sensitivity analysis

Chapter 2 makes reference to a basic sensitivity analysis done to examine the effects of population size on the solutions for single objective optimisations. From Figure E.1, it appears that a population size 10 is chosen for system optimisation as no appreciable improvements in the COE (<1%) is achieved with further increase in population of 50, even though at the expense of computational time.

![Figure E.1: Effect of population size on system optimisation for PV/Batt system](image)

Chapter 3 contains another sensitivity analysis to examine the susceptibility of up to two objective functions to GA population size. The reader is referred to that Chapter 3 Appendix for more details.