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Abstract

Photovoltaic (PV) systems are popular in rural areas because they provide low cost and clean electricity for homes and irrigation systems. The primary challenge of PV systems is their intermittent nature. The typical solution is storing energy in batteries; however, they are expensive and possess a short lifespan. This research proposes a new type of pumped hydro storage (PHS) which can be implemented as an alternative to batteries. The components of the system are modelled to consider losses of the system accurately. The mathematic model developed in this project assists the management system to make more efficient decisions. The proposed storage is integrated into a farmhouse that has a PV pumping system where economic aspects of implementing the proposed storage is investigated. The integration of the proposed PHS into a microgrid needs a management system to make this system efficient and
cost-effective. This research proposes a multi-stage management system to schedule and control the microgrid components for optimal integration of the PHS. The designed management system is able to manage the pump, turbine, and irrigation time on real-time taking into account both present and future conditions of the microgrid. This study investigates the technical aspects of the proposed system. The PHS and the management system are tested experimentally in a setup installed at smart energy laboratory at Edith Cowan university. Data used in this project are real data collected in the laboratory in order to have a realistic analysis. Economic analysis is done in different sizes with different conditions. Results indicate that the proposed system has a short payback period and a large lifetime benefit, featuring as a cost-effective and sustainable energy storage system for use in rural areas.
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Chapter 1: Introduction

1.1 Motivation

Renewable electricity generation as a practical solution for global warming is growing very fast, but it increases the complexity of the power system. Renewable electricity not only reduces greenhouse gas emissions on the earth, but it is also a suitable solution for the energy crisis. If the current situation continues, in the near future conventional energy reserves will run out [1]. However, using clean energy sources instead of conventional power plants has three major problems.

The first problem is the intermittent nature of RESs. Unlike conventional power plants, which use fossil fuel, the output power of RESs depends on environmental factors [2]. For example, the power of photovoltaic (PV) systems depends on solar radiation. Therefore, alternative energy sources should meet energy demands while the PV systems are not able to generate enough energy. One solution is integrating energy storage systems (ESSs) into the PV systems. In this case, when power generation is higher than demand, ESSs are charged, and when energy generation is lower than demand, the ESSs supply the energy deficit. Batteries are the conventional ESSs, but have a small capacity, a short lifespan, a limited number of cycles, and a high carbon footprint [3]. In recent decades, numerous papers have developed different kinds of chemical, thermal, mechanical, and electrochemical ESSs [4], but still more research is required to address storage problems.

The second problem with the use of RESs is the cost. The capital cost and operating cost of RESs with ESSs are high, so developing new methods of storage and power generation to reduce the cost is vital [5]. Typically, half of the capital costs for a PV-battery microgrid is for the battery. Therefore, developing other cost-effective energy storage systems is vital in order to encourage more people to use clean energy sources.

The third problem is energy management. RESs are being used to reduce carbon dioxide emissions, but because of their intermittent nature, they cannot meet energy demand all the time. Hence, a microgrid
needs a management system to schedule and control energy sources and ESSs in order to use the RESs efficiently [6]. A hybrid microgrid needs a multi-stage management system because of the complexity of the system. Both energy generation and consumption have uncertainty, and the management system should stabilise the microgrid in any situation.

Many researchers around the world are working hard to solve these problems since any improvement in RES technology will encourage more people to use clean energy. In this regard, this project proposes a new type of PHS to solve RES problems in rural areas.

1.2 Significance

Generally, the conventional type of storage in small microgrids is a battery, but it has several disadvantages. The battery is the most expensive part of a microgrid. Its costs can be categorised as initial, operational, maintenance, and repair costs. In addition, it has a short lifespan, so replacement costs are significant. Another drawback is the greenhouse-gas emissions of battery manufacturing [7].

Many studies are currently underway to introduce new ESSs. An economical and eco-friendly ESS will encourage the market to increase their use of RESs. Therefore, this research will develop an environmentally friendly storage system in order to reduce the cost of the microgrid.

This research will propose a PHS that can be implemented in an irrigation system. It will use the structure of irrigation systems in rural areas to store energy by adding a hydro turbine. The proposed system will work as a storage system and irrigation system simultaneously. It will solve the RES problems with a low carbon footprint. It is cost-effective because it needs only a turbine instead of a large battery.

Furthermore, this project proposes a multilayer management system to reduce operating cost. The proposed management system has different layers that schedules and controls the microgrid components to ensure its optimum operation.
Chapter 2: Literature review and methodology

The aim of this chapter is giving a brief synopsis of relevant literature related to the various aspects of the proposed project. At first microgrids and management systems in microgrids are introduced. PHS is the main part of this research, so its advantages, disadvantages, and performance are explained. Many studies are conducted to improve PHS drawbacks. Specifically, this chapter focuses on studies using PHSs in rural areas. This literature review indicates the problems and the gaps of the PHS integration into microgrids in rural areas. Finally, research questions of this project are written according to these problems and gaps.

2.1 Microgrid

A microgrid is the combination of energy sources, storage systems and loads. Microgrids are important and necessary parts of a smart grid. The power flow in traditional power systems is from large conventional power plants through transmission lines to consumers. However, in a smart grid, electricity can be exchanged between microgrids and the main grid. A smart grid enables RESs to be integrated efficiently into the power system. A microgrid can work stand-alone or grid-connected. Microgrids by generating energy close to the loads, increase the efficiency and facilitate the integration of RESs [8]. Fig 2.1 shows a microgrid including controllable generators, non-controllable generators, ESSs, and controllable loads. The energy sources can be RESs such as PV and wind turbine (WT) or conventional generators such as diesel generators [9]. In a microgrid, a management system controls all the units to ensure providing reliable, sustainable, price-competitive electricity for loads.
Normally, a microgrid has two operating modes: the island mode and the grid-connected mode. If a microgrid operates in an island mode, the microgrid does not exchange energy with the main grid. In the island mode, power sources and ESSs inside of the microgrid meet the energy demand. While the microgrid works in the grid-connected mode, it can exchange energy with the main grid. The operating mode of a microgrid depends on power generation, power demand, the ESS state, and electricity price. If a fault occurs in the main grid, single RESs should be disconnected avoiding any further damage. In that situation, a microgrid can work in island mode, and RESs in the microgrid can operate under normal conditions without any damage. From this point of view, it is easy to see a more flexible operation feature of microgrids than the RESs connected directly to the main grid [10].

### 2.2 Management systems

A management system manages components of a microgrid in order to produce required power with the least cost and the least environmental effect [11]. In a microgrid, there are some power generation units and some storage units to meet energy demand. A management system monitors the system operation and controls all the units to manage the microgrid optimally [10, 12]. Energy management strategies highly depend on the configuration of the microgrid and the policy of the power system.
Generally, the management system schedules the microgrid units for the next time interval based on the forecast data and the constraints of the system. The microgrid using an optimisation method provides references profiles for all the microgrid components [13]. The objectives of a management system are:

• to minimise fuel cost[11];
• to reduce gas emissions[11];
• to optimise usage pattern of the storage system to prevent fast degradation [14, 15];
• to reduce the correlated cost[13];
• to improve energy utilisation efficiency[13];
• to maximise the microgrid operation profits under different operational conditions [10].

Generally, a management system schedules the microgrid by solving an optimisation problem. It finds the optimum performance of the microgrid for the given forecast data. The forecast data is the prediction of power generation, power demand, and electricity price during the period of optimisation. The output of the optimiser is the schedules of the microgrid units that will be given to a controller to implement the scheduled program [13]. In Section 2.2, management systems suggested for PV-PHS systems are explicitly explained.

2.3 PHS systems

A PHS is a type of storage system that usually is used for load balancing. Several studies have been conducted on the utilization of the PHS in microgrids [16-20]. Fig 2.2 shows a schematic diagram of a PHS. It is comprised of two reservoirs, a pump, and a turbine. When power generation is higher than demand, the water is pumped to the upper reservoir, and when power generation is lower than demand, the stored water is released back into the lower reservoir through a turbine to generate energy. In fact, it stores electrical energy into the form of gravitational potential energy. Generally, the lower reservoir is a natural lake or a river, and the upper reservoir is an artificial lake. The capacity of a PHS depends on the volume of the reservoirs and the height difference between two reservoirs [21]. A typical PHS
switches between charging mode and discharging mode from once to more than 40 times per day operation [22, 23], and the changing mode can occur within minutes [23].

Fig 2.2: The schematic diagram of a PHS [24]

This method of storage has attracted much attention in recent years because of the fast growth of the RESs in power systems [25]. The PHS has a variety of applications such as capacity firming, load levelling, power quality improvement, spinning reserve, and peak shaving [26]. Fig 2.3 compares the rated power of different ESSs for each application. It shows the 99% of the ESSs used for electric energy time-shifting are PHSs. In electric bill management application and capacity firming almost half ESSs are PHSs.

Fig 2.3: The percentage of PHS usage in three applications[27]
There are two kinds of PHS. The turbine and pump can operate in two separate unit or in a single unit named reversible pump-turbine (RPT). An RPT is a machine that can operate both as a pump and as a turbine [28]. It has lower efficiency, but it needs only one machine for both charging and discharging modes, which reduce costs. On the other hand, when the pump and the turbine are separate, the efficiency is higher than RPT, but it is more expensive because it needs a separate pump and a separate turbine and more piping [29].

In comparison to other kinds of ESSs, PHS has a long-lasting lifetime. The number of charge and discharge does not have any impact on the lifespan. In term of life-cycle cost, which includes various costs such as initial, operating, maintenance, repair, and replacement costs, PHS is ideal storage [30]. The costs of a PHS, including turbine, pumps, and upper reservoir, are about 47% of a microgrid total cost the same as a battery-based system [31]. Nonetheless, operating cost in a PHS based system is lower than a battery-based system, demonstrating its cost-effectiveness. In addition, it can provide a large discharge rate in a short time [32]. The efficiency of this system depends on evaporation losses and conversion losses. Because the upper reservoir is exposed to the sun, some of the stored water is evaporated. On the other hand, in the pump operation and turbine operation, there are losses because of energy transformation [33]. The technology of variable speed drives (VSD) allows PHS units to store power in a more effective manner. Before the VSD the PHS could store excess energy only if the surplus power was in the range of pump rated power, but now this technology able the PHS to store a wide range of power. A VSD can increase the efficiency of PHS by 5% to 10% and the capacity by 15% to 20% [34]. In conclusion, PHS has the following advantages:

- Cost-effective, particularly in the area where naturally there is an upper and lower reservoir (from $2000 to 4000/kW);
- High capacity[24];
- Long-lasting lifetime [32];
- Low capital cost per unit of energy [24, 35];
- Low operating costs [30];

- High efficiency (65–75%) [36];

- Fast respond to changes within seconds [24];

- Eco-Friendly storage system (low carbon footprint) [16];

- Able to supply all the energy needed for a stand-alone microgrid [37].

On the other hand, PHSs have a number of disadvantages: 1) The main problem is that a PHS needs two reservoirs in two different heights [38]. 2) Constructing large artificial reservoirs causes environmental issues. 3) PHS can only be implemented in places with special geographical conditions. They need a water source in the lower reservoir and a geographical height for the upper reservoir. 4) The construction of a large PHS lasts about 10 years and costs millions of dollars [39] [36, 40] [24, 41, 42]. 5) In areas with a warm climate, evaporation losses decrease the efficiency of this system[43]. Many different PHSs have been proposed recently to solve these problems.

A pump-back hydroelectric dam is a storage system that can be installed in conventional hydroelectric dams. The usage of existing reservoirs, turbine, and transmission system makes this method cost-effective [44]. One study investigated ten underground taconite mines to use as the lower reservoirs of PHS systems [45]. The underground space of the former mines can be used to reduce the construction cost of PHSs. [46] proposed the construction of a 200-MW PHS by means of a coal mine as a lower reservoir. [33] presents a PHS in the sea. A concrete hollow sphere is placed deep underwater on the seabed where a pump-turbine pumps water out of the hollow sphere during periods when there is excess energy. During periods of high electricity demand, water is allowed to flow back into the hollow sphere through a pump-turbine, which generates electricity. [47] suggests a new principle PHS that is based on the underground storage reservoir. The water reservoir is surrounded by soil. The soil weight gives the needed pressure to run the turbine. This type of PHS is implemented in Denmark with 1-metre head and 2500 m³, which can store 34 kWh.
2.4 PHS systems in rural areas

Many investigations have been conducted on the utilisation of PV systems as power sources for water-pumping systems in rural areas. The integration of PV systems with water pumping systems significantly reduces cost and pollution [48]. However, current technology uses batteries for storage, which are very expensive and need frequent maintenance.

A large and growing body of literature has focused on large-scale PHS for power balancing, and there are a few studies about small-scale PHSs. One study investigated the integration of a small PHS into a microgrid including a PV, a diesel generator, and a battery [49]. It demonstrates that a small PHS can reduce the fuel cost of the microgrid. Another study proposed a standalone system consisting of a PV, a diesel generator, a battery, and a small PHS to supply energy to irrigate the land and meet the domestic needs of 50 families in the village (Fig 2.4) [50]. Its objective is to minimise annual operating costs. The authors calculated the size of the reservoir, battery, diesel generator and the PV with the PSO method in different scenarios. The results show that the PHS decreased diesel fuel consumption by 4%.

Fig 2.4: The microgrid schematic of ref [50]
The authors in [51] propose a PHS implemented in an open well to reduce the cost of residential electricity (Fig 2.5). When there is excess energy or the price of energy is low, it pumps water from well into a reservoir and stores energy in the form of gravitational potential energy, and when the energy price is high, the water is released back into the well through a turbine. The open well is utilised as the working head of the turbine. The research uses a PSO optimisation to schedule units in order to minimise the residential electricity cost and water flow rate (WFR). The authors use two turbines with different rated power to optimise the use of the water that is available for power generation in the reservoir. Thus, the optimisation objective function has two parts. One objective is to minimise electricity cost, and the other to minimise WFR.

![Fig 2.5: The microgrid schematic of ref [51]](image)

A major criticism of [51] is that its assumption about the output power of the PV is not realistic. The authors present a 12% root-mean-square error (RMSE) to simulate the uncertainty of output PV power.
This means the PV power fluctuates around the predicted number with a small error (Fig 2.6), but on a cloudy or rainy day during the operation of the PV, the output power may fluctuate between the maximum power and zero (Fig 2.7). When the RMSE is low, it does not change the power balance in the system significantly, so the scheduled program is close to the optimum operation of the system. However, on a cloudy day when the RMSE is large, power generation is very different from the scheduled program, so the scheduled program is not necessarily close to the optimum operation of the system. In a system with a large error, the optimum operation may be completely different from the scheduled program. Therefore, the proposed management system in [51] does not work efficiently on cloudy days.

Fig 2.6: The profile of PV output power in ref [51]

The second problem of [51] is that the management system does not determine the required stored water (RSW) at the end of the day. The optimiser that schedules the PHS, needs to know the desired volume of water at the end of the day. The authors in this article omit to find the optimum RSW and arbitrary selected 40% of maximum storage. However, the RSW has an important impact on the performance of the system on the next days. Maybe the next day is cloudy and storing more water on the current day would, therefore, have been beneficial for the microgrid to minimise the total operating cost.
Fig 2.7: PV output power for different types of days in terms of their level of solar irradiance among known terms: (a) clear days, (b) cloudy days, (c) overcast days, (d) rainy days [52]

A small PHS for a stand-alone microgrid is developed by [53]. Fig 2.8 shows its microgrid configuration. In a stand-alone microgrid, the loss of load (LOL) is crucial, so this research determines RSW based on the predicted energy generation for the next day. Hence, if the ratio of energy generation to demand is predicted to be high for the next day, the microgrid consumes more energy on the current day. Likewise, if the predicted energy generation for the next day is low, the system stores more energy on the present day to reduce LOL. In the proposed algorithm, the RSW is a function of the ratio of the input energy from RESs to the energy demand.
Although [49, 51] demonstrate that a small PHS is cost-effective and can reduce the operating costs of the microgrid, there are many gaps in the literature about the management of a PHS in rural areas. The authors in [49-51, 53] ignore irrigation water demand and focus on the charging and discharging modes of the PHS. However, in these papers, PHS systems are a part of irrigation systems, so, the management system should consider the amount of water that is used for irrigation. For this purpose, the management system should manage the irrigation along with other units to improve the performance of the system.

All the proposed management systems are highly dependent on the accuracy of the forecast data, but forecast data presents an average of power generation, and electricity demand for each time interval. Most of the time, the output power of PV is very different from the average, so managing a microgrid based only on forecast data is not very efficient. Hence, more research should be carried out in regard to optimally managing in the presence of error in the forecast data.

The authors in [38, 49-51] propose that the volume of the water stored in the reservoir at the end of the day should be same every day, but the RSW has an impact on the performance of the system on the following days. Maybe the next day is cloudy and storing more water would be beneficial for the
microgrid to reduce operating costs more. One study determined the volume of the water according to the ratio of energy generation to demand [53]. However, the optimum volume of the water depends on the environmental effects, the performance of the microgrid, and energy demand on the present day and the following days. Thus, a management system needs to assess all the criteria and find the optimum range of the water volume in the reservoir.

This literature review has looked at the available literature relating to small scale PHS implemented in rural areas with irrigation systems. The literature reveals some significant gaps regarding the provision of the management system, where the following questions are the gaps that the present research will seek to fill.

2.5 Research questions

- **Question 1**: What are the hydraulic, mechanical and electrical losses of a PHS System?
  Answering this question will assist the management system to schedule the PHS more efficiently. Scheduling methods calculate costs of any possible solution with the system model. If the model does not calculate losses, the prediction of pump flow rate, stored water, and turbine power will be inaccurate which will cause wrong decisions. Chapter 3 will answer this question by developing a comprehensive PHS model calculating all the losses of the system.

- **Question 2**: How a PHS system can be integrated into an irrigation system?
  Answering this question requires a broad study on the available infrastructure, needed modifications, constraints, and limitations of the system. Chapter 4 investigated the feasibility of implementing a PHS in an irrigation system in a farmhouse including simulation, experimental tests and economic analysis to answer this question.

- **Question 3**: How a management system can schedule both the microgrid and the irrigation system to minimise electricity costs?
  In the proposed system If management system controls both the PHS and irrigation system, the microgrid can save more costs. Chapter 6 will answer this question by proposing a scheduling
method that not only manages pump power and turbine flow rate but also manages irrigation times and water volume.

- **Question 4:** How the proposed microgrid can be controlled efficiently when there is a mismatch between forecast data and actual values?

Scheduling methods are useful when there is no fluctuation in power generation and demand. However, in cloudy days or when demand fluctuates significantly, scheduling methods are inefficient since they use forecast data. This problem is solved in chapter 7 by designing a real-time management system which is able to control the microgrid considering the current and future condition of the system.

### 2.6 Research Methodology

The purpose of this section is to describe the methodology of this project. The section begins by describing the proposed scheme, which is a new type of PHS suitable for rural areas. Section 2.6.1 discusses how an existing irrigation system will be used to store energy. Section 2.6.2 moves on to describe the proposed management system and explains a new type of management systems that is appropriate for the proposed PHS. The management system has two levels of scheduling and one controller to manage the microgrid. In Section 2.6.3 and 2.6.4 optimisation algorithms and control methods are described. Section 2.6.5 describes the software programs and the hardware components that will be used to test the proposed system.

#### 2.6.1 Proposed scheme

One way of reducing costs is by using an existing structure and equipment in the design of the system. A typical PHS needs two reservoirs, a pump, and a turbine. On the other hand, a typical agricultural land has a water well, pump, and a reservoir for irrigation. If the irrigation well is used as the lower reservoir, adding a turbine to this system changes it to a PHS.
Fig 2.9 is a schematic of the proposed system. The PHS has a pump, a turbine, and a reservoir. The hydraulic part is comprised of the pump, the reservoir, the turbine, and the irrigation system. The proposed PHS uses the well, the reservoir, and the pump of an existing irrigation system in a rural area. When there is excess energy, the surplus power is used to pump water from the well to the reservoir. Then, the stored water in the reservoir can be used for irrigation, or it can be released into the well through the turbine in order to generate energy. Thus, the proposed system can work as a storage system without disturbing the primary function of the irrigation system.

Fig 2.9: The proposed microgrid, (a) electrical components, (b) hydraulic components
Using a PV farm and a PHS will significantly reduce cumulative electricity cost in a rural area [51]. Fig 2.10 shows that 1 kW PV system and a PHS with an 80000 L reservoir can decrease electricity consumption by 47%.

Although using one structure for two functions makes the system more complex, it can also increase the efficiency of the two systems. The major advantage of this combination is that the amount of energy wasted is decreased. The output power of RESs fluctuates significantly day by day due to environmental effects. The weather can be sunny one day and may cloudy the next. On the other hand, a storage system has a certain amount of capacity, irrespective of its type. Thus, on a sunny and windy day, a microgrid needs a large storage system with the capacity to store all the excess energy. If the sunny and windy weather continues for several days, the microgrid needs a huge storage unit to store the excess energy without any waste. However, in practice, an ESS is designed based on the average power generation during the year. Therefore, on sunny or windy days, some of the energy is wasted due to the ESS capacity limitation. This project will solve this problem by combining an irrigation system and a PHS.

![Cumulative electricity cost of a PV-PHS microgrid in different configurations](image)

Fig 2.10: The cumulative electricity cost of a PV-PHS microgrid in different configurations [51]
The proposed PHS has a reservoir with a certain capacity, but this limited capacity can be managed efficiently. The proposed PHS has two options for using the stored water in the reservoir: it can be used to generate energy, or for irrigation. In the proposed scheme, if the management system sets the irrigation time just before the periods of high excess energy, the water level will be decreased, so the reservoir will have more space to store water, hence, the PHS can store more energy. For example, take a situation in which forecast data shows that energy generation will be high and the excess energy will be 90% of the PHS’s capacity. If the management system uses the stored water in the reservoir for irrigation to decrease the stored water to 10% before or while the high generation period, the PHS can store all the excess energy. In fact, instead of wasting energy, the excess energy is used for another purpose.

Another advantage of using an irrigation system as the structure of the PHS is cost reduction. This system is more cost-effective than a typical PHS because the depth of the well is exploited as the working head, the irrigation pump is used for charging mode, and the existing reservoir is utilised as the upper reservoir. The only thing that this system needs to work as a PHS is a turbine.

The fluctuation of the water level in the well is the main concern in this type of PHS. This project will use a submersible pump, so if the water level in the well drops below the level of the pump during charging mode, the pump’s impellers will melt because submersible pumps are cooled by the water flowing through them and cannot work without water. On the other hand, if the water level in the well rise, the turbine power generation will reduce. The water level, therefore, needs to be kept in a narrow range. Authors in [54] showed that the fluctuation of the water level depends on the aquifer type. The authors found that the water flows during pumping water to the reservoir and releasing water to the well should be proportional to the flow rate between the well and the aquifer.

### 2.6.2 Energy management

The proposed PV-PHS system needs a complex management system to control pump power, turbine flow rate, irrigation times, and stored water. This management system receives many forecast and actual
data to make efficient decisions. One input is the constraints of irrigation, which are the required frequency and duration of irrigation in each month. Required frequency and duration of irrigation can be determined by farmer experience or they can be calculated as a function of weather conditions and the kind of crops. The required frequency and duration of irrigation depend on the month. Sometimes land needs to be irrigated every day, and sometimes it can be irrigated once a month [55]. Another input is the current water level in the reservoir, which can show the amount of stored energy. Other inputs are weather and demand forecast, which are necessary for scheduling the microgrid.

Two prediction models are needed in this system to forecast PV power and demand. PV power prediction requires clear sky irradiance, cloud cover prediction, and temperature. Demand prediction requires an hour, day, and month. Both prediction models use artificial neural networks, which are trained by previous data.

The accuracy of the management system highly depends on the accuracy of the PHS model. Any scheduling methods require the model of the system to calculate costs for different schedules and determine the best answer. In this project, a comprehensive PHS model is developed to calculate the pump flow rate, stored water and turbine power considering electrical, mechanical, and hydraulic losses of the system.

The proposed management system has several layers of decision making. The first layer determines the irrigation times and required stored water for the next day. The second layer schedules the PHS for the next interval. The duration of the intervals depends on the resolution of the forecast data. In this project, each interval is one hour since the weather forecast data interval is one hour. The scheduling algorithm determines the best microgrid schedule for the rest of the day and updates the schedule hourly. The final layer is a controller to manage the PHS components based on the scheduled program and the current situation of the system. If the current power generation and demand are close to the forecasted data, the controller follows the reference profiles produced by the scheduling method; otherwise, the controller compensates the difference between the forecast data and the actual measurement by adjusting the pump power or turbine flow rate.
2.6.3 Optimisation methods

The scheduling part of the proposed management system needs an optimisation algorithm. The optimisation algorithm schedules the pump, turbine, irrigation and stored water. Many different classical optimisation methods are proposed for energy management like Lambda Iteration, Newton-Raphson, Gradient method, Base Point and Participation Factor method, etc., but they need incremental cost curves to be piecewise linear or monotonically increasing [56]. Classical optimisation methods cannot solve a nonlinear and non-convex problem. Numerous studies have proposed heuristic methods for solving problems that classic optimisations are not able to solve or are too slow for. Heuristic methods that are used in energy management systems are genetic algorithm (GA) [57], ant colony optimisation [58], differential evolution [59], particle swarm optimisation (PSO) [59], bacterial foraging [60], and artificial bee colony algorithm [58], gravitational search technique [61]. These methods may do not necessarily find the global solution, but they are fast enough to be used in energy management systems.

Different optimisation algorithms have been used for PHS management. The sequential quadratic programming (SQP) is used in [62] to solve the optimisation problem by using the “fmincon” function in MATLAB. It scheduled the daily operation of a hybrid system consisting of PV, WT, PHS, and a diesel generator to minimise operating cost. It assumes that the daily operating costs of the PV, the WT, and the PHS are zero, so the optimiser minimises the usage of fuel. A stochastic optimisation method is proposed in [63] to schedule a hydropower plant, regulate reserve market and maximise its revenue. An evolutionary algorithm is also developed in [64] for optimal bidding strategy in PHS. Another article has used a GA to solve a multi-objective problem for optimising usages of a PHS [65].

Among presented optimisation methods, the GA is one of the best optimisers to find the optimum schedule in microgrids. It is able to solve a nonlinear and non-convex problem with an acceptable speed [65]. The GA is an optimisation algorithm inspired by Darwin’s theory of evolution. The GA has numerous features, which make it a suitable optimiser for energy management in a microgrid [66, 67]. Several studies have used GA for scheduling microgrid units [68-71]. A GA is a powerful optimiser for
resource allocation and economic dispatch in the Smart Grid [72] and PHS systems [31]. This study uses GA for scheduling the microgrid

Genetic algorithm (GA) is a robust optimisation technique which is able to solve nonlinear and non-convex problems with an acceptable speed [66]. This optimisation algorithm is inspired by Darwin’s theory of evolution. Several studies have used GA to schedule microgrid units where it is a powerful optimiser for resource allocation and economic dispatch [31, 69, 73]. GA has been tested for the proposed EMS, and it could determine the global solutions of the constrained optimisation problems of this study in less than the limited time of the system.

Because of the stochastic nature of renewable electricity generation, the scheduled program is not necessarily the optimum operation of the system. Thus, a real-time controller is needed to compensate the forecast data error. The next section will explain how a controller will be used to compensate this error.

2.6.4 Control methods

The optimisation part schedules the storage unit according to the forecast data, but in practice, managing the microgrid exactly according to the output of the optimisation is not efficient for two reasons. First, the forecast data is not 100% accurate. Hence, the generation of PV and energy consumption are not exactly as they are predicted. Secondly, the forecast data is the average of solar radiation at each time interval, so the optimisation is done according to the average generation during each time interval. Therefore, the power generation or consumption may be very different from the scheduled program, so the management system needs a controller to compensate mismatches between forecast and real-time data. This project designed two methods of real-time management to address this problem.

The fuzzy controller is one option to control the proposed PV-PHS system by receiving the PHS schedule and forecast error and adjust pump power and turbine flow rate efficiently. A fuzzy controller works like human logic. In this controller, there is no limitation for inputs and outputs [74]. All the
parameters of this controller can be designed by an expert, or they can be calculated optimally by an optimisation method [75].

Fig 2.11 shows the schematic of a fuzzy controller. In a fuzzy controller, there is no mathematical equation between inputs and outputs. Instead, the controller has three stages: fuzzification, fuzzy inference, and defuzzification. Inputs of the Fuzzy controller are data that are created by scheduling part and measurements. They are numbers, but fuzzy inference needs the membership value of each input for each membership function. The membership functions determine the membership value of the input data. The shape of the membership functions can be selected according to the application of the controller. In this project membership functions will be designed by the GA. The GA will assess possible states in a defined scenario and will find the optimum value of the variables. The rules of the fuzzy controller will be written in fuzzy inference. Finally, the output of the controller needs membership functions for defuzzification. All the membership functions and rules will be optimised by the GA.

A number of authors propose fuzzy inference systems as a supervisory control [13, 76]. When the power generation is equal to the forecast data, the supervisory control manages the microgrid units according to the scheduled power sets. However, when the generation or demand is different from the forecast data, this controller changes the power sets to compensate the forecast error.

Fig 2.11: The schematic of the fuzzy controller
Another option to control the proposed system in real-time is an artificial neural network (ANN). In this method, the ANN is trained by optimal decisions for a large number of samples. ANN provides a complex decision-making network that can make efficient decisions. The main challenge of using ANN in this management system is producing target since there is no obvious answer for many conditions. This project presents a method to produce target data by a GA.

### 2.6.5 Experimental Setup

Fig 2.12 shows the microgrid test site in the smart energy Lab at Edith Cowan University (ECU). It consists of four PV arrays, a pump, a hydro turbine, a reservoir, and a controllable load. This experimental setup is designed to simulate a microgrid with a PHS.

![Microgrid test site in Edith Cowan university](image)

Fig 2.12: Microgrid test site in Edith Cowan university

Fig 2.13 depicts the components of the microgrid. The PV panels and the hydro turbine are connected to the AC bus with their inverters. The Pump is also connected to the AC bus via a variable-speed drive (VSD). The VSD can adjust the speed and power consumption of the pump. The load can be controlled to simulate a real energy demand in rural areas. Table 3.1 presents the details of the experimental setup devices.
The schematic of the microgrid

Table 2.1: Smart Energy Lab components details

<table>
<thead>
<tr>
<th>System</th>
<th>Type</th>
<th>Rated Power</th>
<th>Inverter Description</th>
<th>Details</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hydro Turbine</td>
<td>PowerSpout TRG 200</td>
<td>768W</td>
<td>Enasolar 2 kW Grid-tied inverter</td>
<td>Flow: 15.3 l/s Head: 10 m</td>
</tr>
<tr>
<td></td>
<td>Southern Cross MFD</td>
<td>3000W</td>
<td>VLT HVAC Drive FC 102</td>
<td>Flow: 15-25 l/s Head: 10-15 m</td>
</tr>
<tr>
<td>PV1</td>
<td>Monocrystalline</td>
<td>285W×12</td>
<td>SMA 3000HF Grid-tied PV inverter</td>
<td>-</td>
</tr>
<tr>
<td>PV2</td>
<td>Polycrystalline</td>
<td>250W×12</td>
<td>Kaco 4202 Grid-tied PV inverter</td>
<td>-</td>
</tr>
<tr>
<td>PV3</td>
<td>Thin Film CIS</td>
<td>160W×20</td>
<td>Fronius Galvo 3.0 Grid-tied PV inverter</td>
<td>-</td>
</tr>
<tr>
<td>PV4</td>
<td>Amorphous Silicon</td>
<td>240W×8</td>
<td>Fronius Galvo 1.5 Grid-tied PV inverter</td>
<td>With solar tracker</td>
</tr>
<tr>
<td>AC Load</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>Max Load: 3100W×3, 240V</td>
</tr>
<tr>
<td>DC Load</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>Max Load: 3100W×3, 48V</td>
</tr>
</tbody>
</table>

During the pump mode, the water is pumped from the bottom of the reservoir into the top of the reservoir. During this mode, the turbine is off and does not generate energy. The hydraulic head of the test setup is two metres, but in a real water well, the head can be from 10 to 200 metres. To simulate the head of a real well, a valve is installed after the pump. By adjusting the valve handle the pressure and water flow rate will changes a result it can increase the head of the pump. In the turbine mode, the water is pumped through the turbine, but the pump power consumption will be ignored to simulate
releasing water from the ground into the well. There are also four valves before the turbine that can change the pressure of the water. These valves can simulate the head of a well for the turbine.

There are a data collection and controlling system implemented in the lab that measures all the voltages and currents of the components by national instrument DAQ cards. A designed LabVIEW program is shown in Fig 2.14 display and save the data. This data includes PV power generation, demand power, pump power, turbine power and weather parameters.

The irrigation mode of the system will be simulated in the LabVIEW. There is a flow meter in the lab, which measures the water flow rate and sends the data to the LabVIEW. The LabVIEW program will calculate the amount of the stored water in the reservoir by measuring the water flow rate in each operating mode. To simulate the irrigation mode, the LabVIEW program will subtract the amount of water that is required for irrigation from the stored water. Evaporation and precipitation are measured by the weather station installed in the lab, where it assists the reservoir model to accurately calculate the volume water in the reservoir.

Fig 2.14: Smart energy LabVIEW software
2.7 Thesis format

This PhD project proposes a new type of PHS integrated into a farmhouse with a PV system. Both management and simulation require an accurate model of PHS, so in this project first, a comprehensive PHS model is developed. The model is presented in Chapter 3, where its accuracy is tested experimentally. Chapter 4 presents how the proposed PHS can be integrated into a farmhouse. Chapter 5 introduces a new scheduling method specifically designed for the proposed PV-PHS farmhouse which schedules PHS and irrigation. In Chapter 6, a real-time management system is suggested that can cost-effectively control the PHS considering both the current and future condition of the system. Through this project, the economic aspects of the proposed system are analysed for different configurations and management system. It is proved that with an accurate model and an efficient management system the proposed energy storage system can reduce the electricity costs of farmhouses significantly.
Chapter 3: An improved mathematical model for pumped hydro storage systems

This chapter proposes a comprehensive pumped hydro storage model with applications in microgrids and smart grids. Existing models within current literature produce high error in calculating stored energy since some critical parameters are ignored. Thus, they are not suitable choices for energy management applications. Accordingly, the main objective of this study is to provide a more realistic model by estimating all the essential parameters in the system. First, all the losses due to the pump, pipes, and fittings are modelled. Next, a water balance approach is used to calculate the volume of water in the upper reservoir considering inflow, outflow, precipitation, and evaporation. Finally, the turbine power is calculated as a function of the water level in the reservoirs, considering the hydraulic losses of the turbine, pipes and fittings. The proposed model is validated using the experimental results of a physical system. The accuracy of the model is compared with other established models. The results demonstrate that the proposed model decreases the error of the estimated stored energy from 13.17% to 0.74%. Moreover, this study shows the capability of the model to simulate different configurations. The model provided in this chapter assists researchers in the field and is of benefit to engineers in designing, sizing, and managing pumped hydro storage systems.

---

1This chapter has been published as a full research paper:

Whilst efforts were made to retain original content of the article, minor changes such as number formats and font size style were implemented in order to maintain the consistency in the formatting style of the thesis.
3.1 Introduction

A pumped-hydro storage (PHS) is comprised of two reservoirs, a pump, and a hydro turbine, storing electrical energy in the form of gravitational potential energy. When power generation is higher than demand, the water of the lower reservoir is pumped to the upper reservoir. When power generation is lower than demand, the stored water is released back into the lower reservoir through a hydro turbine in order to generate energy [77]. The capacity of a PHS depends on the volume of the upper reservoir and the height difference between the two reservoirs [78]. Therefore, a large reservoir at a height can form a PHS with lower cost and higher capacity compared to other ESSs. This method of energy storage has attracted much attention in recent years due to the fast growth of RESs in power systems [25, 79]. Ninety-four percent of energy storage projects in the world are PHS systems in terms of rated power [27], where they can be used for a variety of applications such as capacity firming, load levelling, peak shaving, power quality improvement, and spinning reserve.

Most research on PHS installation requires a model to accurately demonstrate the performance of a real PHS system [80, 81]. When sizing the pump, turbine, and reservoir, designers need a PHS model to optimally size the units [31, 37, 82], where a more accurate model produces a more realistic solution. Most energy management systems (EMSs) in this area require a PHS model with high accuracy in order to schedule the pump and turbine [62, 83-85]. The efficiency of these EMSs depends highly on the accuracy of estimated stored energy in the PHS. A model with low accuracy reduces the efficiency of EMSs by making wrong decisions. Accordingly, a model with high accuracy is necessary for both studying and managing PHS systems.

Current PHS models within the literature have high errors in calculating stored water. The simple PHS simulation model (model one) has two equations [31, 37, 51, 62, 80, 81, 83-91], including the pump equation and the turbine equation. Both equations consider the efficiency of the pump and the turbine, but hydraulic and mechanical losses of the system are not considered.
Some other studies [92, 93] have improved the accuracy of the PHS simulation model by considering hydraulic losses involved in pumping water (model two). Accordingly, the authors added a head loss to the static head of the pump to account for the hydraulic losses of the penstock due to friction. The authors calculated pipes and fittings losses, but some parameters such as friction factor, relative roughness, and Reynolds number were considered as fixed values. However, these parameters depend on water velocity, pipe diameter, and pipe material. In addition, this model does not calculate the hydraulic losses of the turbine mode. This model improved the accuracy of the PHS model compared to model one, but the error of model two is still high.

The next limitation of model two is that the weather effect on the water level of the reservoir has not been considered. Usually, upper reservoirs are open top, and they are exposed to the sun and wind, where water surface evaporates every day. This reduces the volume of water in the reservoir, which leads to a reduction in stored energy. Contrastingly during precipitation, rainwater is added naturally to the reservoir. Therefore, to obtain a complete PHS model the effect of weather on the volume of water in the reservoir should be considered.

Another problem with both established PHS models is that they ignore changes in water levels of the reservoirs. While a PHS is in pump mode or turbine mode water levels go up and down. These variations in water levels change the heads of the pump and the turbine.

This study proposes three major modifications to previous PHS models: (1) to reduce errors in flow rate calculation in the pump mode, the proposed model calculates the head loss of the penstock by calculating the friction factor, the relative roughness, and the Reynolds number according to the water velocity, pipe diameter, and pipe material; (2) to increase the accuracy of the water volume calculation, this model estimates the evaporation from the water surface of the upper reservoir; (3) to reduce errors in turbine power calculation, the turbine model calculates the head loss and the flow rate as a function of the water levels in both reservoirs. All these modifications help the model to calculate generated and stored energy with greater accuracy.
The chapter is organized as follows: Section 2 presents the proposed pump, reservoir, and turbine models. Section 3 validates the mathematical model by comparing the simulated model and experimental results. In Section 4.1, the proposed model is compared with other PHS models in different scenarios and weather conditions to show how much the modifications have increased the accuracy of the model. Section 4.2 shows the capabilities of the model in different configurations, and finally, Section 5 provides conclusions.

### 3.2 Pumped hydro storage model

This section presents mathematical models for different components of the proposed PHS model. The main focus here is to take account of all the losses of the three PHS components including the pump, the reservoir and the hydro turbine. The proposed model is designed in a way that all the required parameters can be found in the technical manuals of the components, so researchers are able to use this model without any further experiments.

#### 3.2.1 Pump model

The pump model calculates the flow rate of the pump \( Q_p \) as a function of the input power \( P_m \). A pump unit includes a pump and an electric motor. The motor converts electrical energy into mechanical energy and drives the pump to deliver the water from the lower reservoir to the upper reservoir. The efficiency of the motor \( \eta_m \) represents how much of its input energy is wasted due to electrical and mechanical losses of the motor. In motors, \( \eta_m \) is a function of \( P_m \) (Eq. 3.2). This efficiency-power curve can be found in the technical manual of the motors. Thus, the input mechanical power of the pump \( P_p \) can be calculated from:

\[
P_p = P_m \eta_m \quad (3.1)
\]

\[
\eta_m = \phi(P_m) \quad (3.2)
\]
In this model, \( Q_p \) is a function of \( P_p \), the total head of the pump \( (H_p) \), and the pump efficiency \( (\eta_p) \) and defined as [94]:

\[
Q_p = \frac{P_p \eta_p}{\rho g H_p}
\]  

(3.3)

\[
\eta_p = \phi(Q_p)
\]  

(3.4)

Eq. (3.4) indicates that \( \eta_p \) is a function of \( Q_p \). This efficiency-flow rate curve can be found in manufactures technical manuals. In Eq. (3.3), \( H_p \) is the sum of the static head \( (H_s) \) and the head loss of pump mode \( (H_{pl}) \):

\[
H_p = H_s + H_{pl}
\]  

(3.5)

\( H_s \) is the vertical distance between the water surface in the upper reservoir and the water surface in the lower reservoir. \( H_s \) changes as water levels rise and fall due to pumping and releasing water. \( H_{pl} \) changes when \( Q_p \) changes and represents the hydraulic losses of the pump mode due to friction between the water and the inner surface of the pipes and fittings. This model calculates \( H_{pl} \) as a function of \( Q_p \) using Darcy–Weisbach equation [95]:

\[
H_{pl} = K \frac{v^2}{2g}
\]  

(3.6)

\[
v = \frac{Q_p}{0.25 \pi D_p^2}
\]  

(3.7)

\[
K = K_{\text{pipe}} + K_{\text{fittings}}
\]  

(3.8)

\[
K_{\text{pipe}} = \frac{f L_p}{D_p}
\]  

(3.9)
\[
f = \left[ 1.8 \log \left( \frac{6.9}{\text{Re}} + \left( \frac{\epsilon/D_p}{3.7} \right)^{1.11} \right) \right]^{-2}
\]

\[
\text{Re} = \frac{\rho v D_p}{\mu}
\]

The total resistance coefficient \( \mathcal{K} \) is the sum of the resistance coefficient of the pipe \( K_{\text{pipe}} \) defined by Eq. (3.9) and the resistance coefficient of the fittings \( K_{\text{fittings}} \). Eq. (3.9) calculates the \( K_{\text{pipe}} \) as a function of the friction factor \( f \). Eq. (3.10) shows the relationship between friction factor \( f \), Reynolds number \( \text{Re} \), and the relative roughness of the pipe \( \epsilon/D \). This equation is derived from the Moody chart in order to approximately calculate the friction factor \( f \) [36]. Eq. (3.11) calculates Reynolds number \( \text{Re} \) as a function of water velocity and pipe diameter. In penstocks, \( K_{\text{fittings}} \) and absolute roughness \( \epsilon \) depend on the fitting type and the pipe material, respectively.

### 3.2.2 Reservoir model

The reservoir model estimates the volume of the stored water in the upper reservoir \( \forall \) which is a function of the incoming flow, the outgoing flow, and losses due to evaporation assuming zero seepage. Evaporation depends on temperature \( T_{\text{hr}} \), relative humidity \( \text{RH} \), net radiation \( R_n \), and wind velocity at 2 m above the water surface \( u_2 \). Hourly evaporation in this study is calculated by FAO Penman-Monteith equation [96]:

\[
\text{ET} = \frac{0.408\Delta(R_n - G) + \gamma \frac{37}{T_{\text{hr}} + 273} u_2 (e^*(T_{\text{hr}}) - e_a)}{\Delta + \gamma (1 + 0.34u_2)}
\]

\[
\forall_{\text{eva}}(\Delta t) = \text{ET} \cdot A \Delta t
\]

Precipitation is another parameter that influences \( \forall \). Generally, upper reservoirs are open top, so precipitation adds water to the reservoir. For example, in tropical rainforest climate regions, the annual average rainfall is between 150 and 400 centimetres [97]. Failing to account for water added to the...
reservoir due to precipitation considerably increases the error of the stored water calculation. Specifically, in energy management systems, calculating $\forall$ with high accuracy is critical since the management of the whole system depends on the volume of stored water. Therefore, the volume of precipitation ($\forall_{pre}$) and the volume of evaporation ($\forall_{eva}$) should be considered in the reservoir model. Accounting for evaporation and precipitation, the model of a reservoir may be expressed as Eq. (3.14) and Eq. (3.15):

$$\forall(t) = Q_p \Delta t - Q_t \Delta t + \forall_{pre}(\Delta t) - \forall_{eva}(\Delta t) + \forall(t - \Delta t)$$ (3.14)  

$$\forall_{pre}(\Delta t) = IA \Delta t$$ (3.15)  

where the incoming flows are subtracted from the outgoing flows to calculate the amount of water that is added to the reservoir during one time interval. This amount of water is then added to the previous volume of water to calculate the current volume.

To calculate $H_s$ the water levels in the reservoirs are required:

$$H_s = H_r + H_{uw1} + H_{lr} - H_{lw1}$$ (3.16)  

Water level in the lower reservoir ($H_{lw1}$) depends on the incoming and the outgoing water from the reservoir and can be calculated based on the geographical features of the area. The $H_{lw1}$ is an input of the reservoir model. For PHS systems where water levels of the lower reservoir change during the day, the $H_{lw1}$ needs to be estimated according to geographical features of the lower reservoir and added to this model.

The water level in the upper reservoir ($H_{uw1}$) can be calculated from Eq. (3.17) assuming the reservoir has a cuboid shape (Fig 3.4). This equation can be modified according to the shape of the reservoir.

$$H_{uw1} = \frac{\forall}{\forall_{res}} \times H_{ur}$$ (3.17)
3.2.3 Hydro turbine model

The hydro turbine model calculates the output power of the hydro turbine unit \( P_t \) as a function of the flow rate \( Q_t \) and the turbine head \( H_t \). In this unit, kinetic energy is converted into electrical energy. Turbine efficiency \( \eta_t \) shows how much power is lost in the turbine due to mechanical and electrical losses and how much is converted to electrical energy. In turbines, \( \eta_t \) is a function of \( Q_t \). Turbine manufacturers provide this efficiency-flow rate curve for each turbine they manufacture. The mathematical model of the hydro turbine is presented by [98]:

\[
P_t = Q_t H_t \rho g \eta_t \quad (3.18)
\]

\[
\eta_t = \phi(Q_t) \quad (3.19)
\]

The turbine head \( H_t \) equals \( H_s \) minus the head loss between the upper reservoir and the turbine outlet \( H_{tl} \). This head loss can be calculated from Eq 3.6 to Eq 3.11. \( Q_t \) depends on water levels in the reservoirs and can be obtained using Bernoulli equation defined as [99]:

\[
\frac{P_1}{\rho g} + \frac{v_1^2}{2g} + h_1 = \frac{P_2}{\rho g} + \frac{v_2^2}{2g} + h_2 + H_{tl} \quad (3.20)
\]

In Eq. (3.19), the surface of the water in the upper reservoir is considered as point 1. Accordingly, the turbine outlet is considered as point 2 where the reference level is zero \( h_2 = 0 \). At point 1, the pressure is atmospheric and \( v_1 \) is zero. The pressure at point 2 is equal to the height of the water in the lower reservoir \( H_{lw} \). Therefore, Eq. (3.20) reduces to:

\[
h_1 = H_{lw} + \frac{v_2^2}{2g} + H_{tl} \quad (3.21)
\]

The difference between \( h_1 \) and \( H_{lw} \) equals the vertical distance from the water surface in the upper reservoir to the water surface in the lower reservoir, which is defined in this study as \( H_s \) in Eq (16). Therefore, the water velocity at the turbine \( (v_2 = v_t) \) is given by:
\[ v_t = \sqrt{2g(H_s - H_t)} \]  

(3.22)

By placing Eq. (3.7) into Eq. (3.22) and also considering the percent openness of the turbine valve (\(T_v\)), \(Q_t\) can be obtained from Eq. (3.23) and Eq. (3.24):

\[
Q_t = \frac{T_v}{100} a \sqrt{2g(H_s - H_t)}
\]  

(3.23)

\[
a = 0.25 \times \pi \times D_t^2
\]  

(3.24)

The turbine valve is located on the upper reservoir outlet in order to control \(Q_t\). Another parameter that affects \(Q_t\) is the pipe diameter (\(D_r\)). Fig 3.1 shows all the equations for the proposed PHS model. This model first calculates \(Q_p\) during the pump mode. Next, \(\nu\) is calculated. Finally, \(P_t\) is calculated during the turbine mode. The operating mode of this model can be controlled by adjusting \(P_m\) and \(T_v\). In practice, \(P_m\) can be controlled by a variable speed drive, and \(T_v\) is the percent openness of a solenoid valve (where 0 means fully closed and 100 means fully open), which controls \(Q_t\) from zero to the maximum rate.

![Diagram showing the proposed PHS model and the sequence of calculation](image)

**Fig 3.1:** The proposed PHS model and the sequence of calculation

### 3.3 Simulation and experimental validation

This section compares the results of the proposed mathematical PHS model with the experimental results to verify the accuracy of the model. The proposed model is simulated in MATLAB Simulink (Fig 3.2). All the equations in Section 2 are written in the MATLAB function blocks and connected
together to simulate a PHS model. The experiments were conducted on an experimental setup, a physical PHS system installed at Edith Cowan University (Fig 3.3). Fig 3.4 depicts the PHS configuration, and Table 3.1 represents the characteristics of the pump, turbine, reservoir, pipes, and fittings.

![Fig 3.2: The PHS simulation in MATLAB Simulink](image)

![Fig 3.3: Experimental setup of the PHS system](image)

The pump and turbine operating modes are simulated in the experimental setup. During the pump mode, the water is pumped from the bottom of the reservoir into the top of the reservoir to simulate pumping water from the lower reservoir to the upper reservoir. To simulate the static head ($H_s$) and the head loss ($H_{pl}$), four valves are installed after the pump. If the percent openness of these valves decreases, the
resistance coefficient of the valves ($K$) increases proportionally, so these valves can increase the total head of the pump ($H_p$). Thus, $H_p$ is simulated in the experimental setup by adjusting the valves. In the turbine mode, the water is pumped through the hydro turbine to simulate releasing water from the higher reservoir into the lower reservoir. The pressure and the flow rate can be adjusted by controlling the pump speed and the pump valve to simulate the turbine head ($H_t$) in the experimental setup. The water level of an open-top tank was also continuously measured to determine the amount of evaporated water from the reservoir. In this experiment, it is assumed that the lower reservoir is considerably larger than the upper reservoir, and its water level change is negligible throughout the day.

![PHS configuration diagram](image)

**Fig 3.4:** PHS configuration used in the simulation and the experiment

<table>
<thead>
<tr>
<th>Table 3.1: Parameters of the PHS system.</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Pump</strong></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td><strong>Turbine</strong></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td><strong>Pump Penstock</strong></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td><strong>Turbine Penstock</strong></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td><strong>Upper reservoir</strong></td>
</tr>
</tbody>
</table>
3.3.1 Pump experiment

Fig 3.5 compares the results of the pump model with the experimental results in different input powers ($P_m$) and $H_s$. In the experiment, $P_m$ was decreased from 3000 W (rated power) to 500 W using a drive, and the output flow rate ($Q_p$) was measured. In the simulation, the same amount of $P_m$ was applied to the pump model to calculate $Q_p$. Results illustrate that the pump model can calculate $Q_p$ with a low error over a wide range of $P_m$. The pump model error around the rated power is close to zero as the model accurately calculates the losses of the pump and the penstock. However, as the operating mode departs from the rated operating point, the error increases. This is due to the difference between the efficiency curve provided by the manufacturer and the efficiency of the pump in the experiment. Fig 3.5 shows the efficiency of the pump mode considering the losses of the motor, the pump, the pipes and the fittings for both the experiment and the mathematical model. In the mathematical model, the efficiency curve provided by the manufacturer is applied. In the experiment, the efficiency is calculated according to the measured flow rate and pressure.

Fig 3.5: Simulation result of the pump model compared with the experimental result
3.3.2 Turbine experiment

Fig 3.6 shows the results of the turbine model and the experiment. It demonstrates that the calculated power is very close to the measured power at various turbine flow rates \( Q_t \) and \( H_s \). \( H_s \) decreases as water is released down through the turbine. Results show that the error is small in the wide range of the operating points. The reason for this variation between the simulation and the experiment relates to the difference between the efficiency curve provided by the turbine manufacturer and the efficiency of the turbine in the experiment. This difference can be seen in the efficiency curves shown in Fig 3.6, which show the efficiency of the turbine mode considering the losses of the turbine, the pipes, and the fittings for both the simulation and the experiment.

![Graph showing turbine power and percent error](image)

Fig 3.6: Simulation result of the turbine model compared with the experimental result

3.3.3 Reservoir experiment

This experiment compares the estimated evaporation with the measured evaporation. In this experiment, an open-top tank (Fig 3.3) was filled with water, and the level of the water was measured for 10 days to determine how much water evaporated each day from the upper reservoir. During the experiment, weather conditions were recorded and used in the simulation as the inputs of Eq. (3.12). The results of
the simulation and the experiment are presented in Fig 3.7, which shows daily evaporation rate per square metre. Results indicate that the error of the estimated evaporation is lower than 1 mm per day.

![Chart showing daily evaporation rate per square metre](image)

**Fig 3.7**: Simulation result of the evaporation model compared with the experimental result

### 3.4 Comparison of the PHS models

This section compares the results of the proposed model with model one [31, 37, 51, 62, 80, 81, 83-91] and model two [92, 93]. The operation of the physical PHS model was measured for 10 different days between August and December. In this experiment, 10 random scenarios were used for the operating mode of the PHS, and a weather station was installed near the experimental setup to measure temperature, humidity, wind speed, irradiance, and precipitation. The same scenarios and weather conditions were used for simulation of the models. Fig 3.8 presents the weather conditions on the first day.

![Weather conditions chart](image)

**Fig 3.8**: The weather condition on the first day
The accuracy of the model is presented by percent error. The percent error is the difference between estimated value by the model and the experimental value. Lower percent error means higher accuracy, which is calculated using Eq. (3.25) [100, 101].

\[
\% \text{error} = \left| \frac{\text{Experimental value} - \text{Model value}}{\text{Model value}} \right| \times 100
\]  

(3.25)

Fig 3.9 illustrates the performance of the PHS models on the first day. The input powers of the pump models \((P_m)\) were changed during the day to show the error in different operating points. As illustrated in the results, the error in the proposed pump model is much smaller than other models since the head loss \((H_{pl})\) is estimated with relatively high accuracy. Model one has a high error in calculating the pump flow rate \((Q_p)\) because it does not consider hydraulic losses. Although model two reduces the error by including the hydraulic losses of the penstock, the error is still high since the Reynolds number \((Re)\) and the friction factor \((f)\) are both constant numbers in this model. However, in the proposed model, \(f\) is calculated by Eq. (3.10), and \(Re\) is calculated as a function of \(Q_p\).

![Graph showing pump performance in different PHS models](image)

Fig 3.9: Pump performance in different PHS models
Fig 3.10 presents the error of the turbine power calculation in different PHS models on the first day. It demonstrates that the errors are not constant; they change with increases and decreases in the flow rate \((Q_t)\) and the head \((H_t)\) during the day. The comparison of these results reveals that both model one and model two have an equal error in turbine power calculation \((P_t)\) as these models do not consider the \(H_t\) variations, \(Q_t\) variations, and the penstock losses \((H_{tl})\). However, the proposed model could reduce the error significantly by estimating both \(H_t\) and \(Q_t\) considering the water levels in the reservoirs and calculating the head loss in the penstock by Eq 3.6 to Eq 3.11.

Fig 3.11 compares the percent error of the PHS models in calculating the volume of water in the upper reservoir \((\forall)\) on the first day. It is apparent from the chart that the error of the proposed model is much smaller than both model one and model two due to the high accuracy of calculating the hydraulic losses, evaporation, precipitation, and water levels.
Fig 3.11: The error of the stored water calculation in different PHS models

Model one has a high error since $Q_p$ and $Q_t$ are calculated with a large error. Model two has a lower error than model one because it calculates $Q_p$ including the hydraulic losses, but still, the error is significant. As shown in Fig 3.9, the proposed model more accurately calculates $Q_p$ than model two, where the proposed model estimates the volume of pumped water to the reservoir more precisely which increases the accuracy of calculating $\forall$.

Another system parameter is precipitation. The proposed model added the precipitation to $\forall$, whereas established models have not considered this incoming water to the reservoir.

Another parameter that influences the accuracy of the reservoir model is the consideration of water level and $H_{tt}$ in $Q_t$ calculation. Model one and two have not considered these two parameters to calculate the outgoing flow rate. However, the proposed model calculates $Q_t$ by Eq. (3.23) considering the water level in both reservoirs and $H_{tt}$. This calculation has helped the proposed model to calculate the amount of outgoing water from the reservoir more accurately within the turbine mode.
Evaporation is another water loss from the reservoir that both model one and two have ignored. However, the proposed model calculates evaporation considering temperature, relative humidity, irradiance, and wind speed.

Fig 3.11 also illustrates that the small error of model one and two in calculating incoming and outgoing water can make a large error over a long period of time. At the beginning of the simulation, the error of all the three models are zero; however, after 24 hours, model one has 25% error, and model two has 15% error. This shows that these two models are not appropriate for scheduling and energy management of a PHS over a long period of time since there are significant differences between the estimated stored water and reality.

So far, this section has focussed on the results of the first day. The following discussion will concentrate on the overall results of the experiments throughout the 10 days of observation.

Fig 3.12 presents the percent error of each unit over the 10 days. Numbers written on each group in the figure indicate the average percent error for the 10 days.

Fig 3.12: Percent error of each unit of the model (pump, turbine, and reservoir) for 10 days
The results illustrate a 16.96% reduction in average pump model error in the proposed model compared to model two because of: (1) calculating the hydraulic losses in the penstock according to $Q_p$ and (2) considering the water level in the reservoirs.

The percent error of the turbine generation shows the error in the total amount of calculated energy generation compared to the experiment results within 24 hours. In the turbine model, the error is dropped by 19.62% on average mainly because of considering water levels and $H_{tl}$ in calculating the turbine power.

The third part of Fig 3.12 presents the error of the calculated stored water in the upper reservoir at the end of the day. The results show a 12.43% reduction in the percent error of the reservoir model compared to model two due to consideration of all incoming and outgoing water in the upper reservoir.

These experiments have tested the PHS models in a variety of operating modes and weather conditions to evaluate the accuracy of the PHS models. The results indicate a substantial reduction in the error of the three units.

### 3.5 The effect of the ageing of the equipment on the model

Ageing would affect the pump, penstocks, and turbine. Ageing would increase the head loss by effecting the friction factor ($f$) of the penstocks. The friction factor is a function of roughness ($\varepsilon$) where roughness is the amount of surface roughness that exists inside the pipe. Roughness increases with time due to encrustations and biofouling. This increase in roughness depends on the type of pipe and its diameter. Ageing also has effects on the pump efficiency ($\eta_p$) and the turbine efficiency ($\eta_t$). Efficiency curves may change by ageing, but they depend on how the pump and the turbine were operated and maintained. There would not be any effect on the reservoir due to ageing since it has no effect on the evaporation rate.
3.6 Proposed model performance in different cases

This section presents the performance of the proposed model in seven cases as an example that shows the capability of the model in different configurations. In each case, there is one difference compared to Case 1. Table 3.2 shows the characteristics of these cases. Fig 3.13 (a) shows the pump flow rate during pump mode while the pump powers are gradually increasing. Whilst the powers increase, $H_{uw}$ also rises due to the pumping water. Fig 3.13 (b) shows the turbine power as the turbine flow rate gradually increases; where because of this outflow of water, $\forall_{res}$ gradually reduces.

In Case 2, the vertical distance between the two reservoirs ($H_r$) is increased by 5%, which raises the pump static head ($H_s$). As a result, the pump power is decreased by 2.2% at rated power. This decline is non-linear since $H_{pl}$ has a nonlinear relationship with the pump power, and the pump power is a function of $H_s$ and $H_{pl}$. This increase in $H_r$ increases turbine flow rate by 5%. This shows the linear relationship between $H_r$ and $P_t$.

<table>
<thead>
<tr>
<th>Case</th>
<th>Reservoir $H_r$ $H_{ur}$ $\forall_{res}$ (m) (m) ($m^3$)</th>
<th>Pump &amp; turbine</th>
<th>Penstock $D_p$ &amp; $D_t$ ($m$) $\varepsilon$ ($mm$) $K_{fittings}$ L ($m$)</th>
<th>Change</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>380 90 4.5e6</td>
<td>Single-pump</td>
<td>Single-turbine</td>
<td>5 0.8  10 1152</td>
</tr>
<tr>
<td>2</td>
<td>400 90 4.5e6</td>
<td>Single-pump</td>
<td>Single-turbine</td>
<td>5 0.8  10 1152</td>
</tr>
<tr>
<td>3</td>
<td>380 70 6e6</td>
<td>Single-pump</td>
<td>Single-turbine</td>
<td>5 0.8  10 1152</td>
</tr>
<tr>
<td>4</td>
<td>380 90 4.5e6</td>
<td>Multi-pump</td>
<td>Multi-turbine</td>
<td>5 0.8  10 1152</td>
</tr>
<tr>
<td>5</td>
<td>380 90 4.5e6</td>
<td>Single-pump</td>
<td>Single-turbine</td>
<td>3 0.2  10 1152</td>
</tr>
<tr>
<td>6</td>
<td>380 90 4.5e6</td>
<td>Single-pump</td>
<td>Single-turbine</td>
<td>5 0.8  50 1152</td>
</tr>
<tr>
<td>7</td>
<td>380 90 4.5e6</td>
<td>Single-pump</td>
<td>Single-turbine</td>
<td>5 0.8  10 23040</td>
</tr>
</tbody>
</table>

Case 3 demonstrates the effect of the volume of the upper reservoir ($\forall_{res}$) and the height of the upper reservoir ($H_{ur}$) on the pump mode performance. Fig 3.13 (a) shows 33.3% rise in $\forall_{res}$ increases the pump flow rate by 4.5% at rated power. It can be seen that the pump flow rate drop is lower than Case
1 due to the lower increase of $H_s$ while pumping. The reason for this is that the reservoir has a greater area. In low turbine flow rate, the turbine power in Case 3 is lower than Case 1 since the reservoir height is 22.2\% lower. However, in high turbine flow rate, the power is 3\% higher than Case 1 since the reservoir is larger, and $H_{awt}$ does not drop as much as Case 1.

In Case 4, instead of a single pump-single turbine, five pumps and turbines are used to increase the efficiency of the PHS in a wide range of input and output powers. Pumps are modelled separately using Eq 3.1 to Eq 3.5, and then the pump outputs are added and sent to the penstock Eq 3.6 to Eq 3.11. The results show that in a multi-pump PHS the flow rate increases in a more linear manner as at each step one pump is added to the system, where each pump works at their rated operating points. To model a multi-turbine PHS, each turbine is modelled by Eq. 3.18 and Eq. 3.19. When the turbine flow rate is low, one turbine works in its rated operating point. Then in each step, one turbine is added to the system. This continues until all the turbines work together. It can be seen that in a multi-turbine PHS, the turbine power increases in a more linear manner than in a single turbine.

Case 5 shows the effect of pipe characteristics on PHS performance. Although absolute roughness ($\varepsilon$) is less than Case 1, 40\% reduction in pipe diameter ($D_p$) decreased the pump flow rate by 10\% at rated power. The reason for this is that the reduction in $D_p$ increases $H_l$ significantly, and higher $H_l$ reduces $Q_p$. This reduction in the pipe diameter reduced the turbine power by 28\% at rated flow. It is apparent from this curve that the pipe diameter effect on the turbine power is higher in high flow rates and less in low flow rates.

Case 6 shows the effect of the fitting resistance coefficient ($K_{fittings}$) on the PHS performance. In this case, $K_{fittings}$ is five times greater than Case 1. This can be due to a greater number of fittings being applied or using different types of fittings. This increased $H_l$, so the pump flow rate declined by 5\% at rated power. This increase in $K_{fittings}$ reduced the power by 11\% at rated flow.
The pipe's length depends on the geographical condition of the site. Case 7 illustrates that a pipe that is 20 times longer decreased pump flow rate by 6.8% and increased the head loss in turbine mode. As a result, the output power was reduced by 16%.

![Fig 3.13: Variations in the PHS model performance by changing the model parameters: (a) Pump, (b) Turbine](image)

Fig 3.13 illustrates that the characteristics of the pump, the turbine, the reservoirs, and the penstocks have significant effects on the performance of the PHS. In addition, these effects vary at different operating points. Thus, it is important to take into account all these parameters in modelling a PHS.

### 3.7 Conclusion

This study has improved the mathematical models of pumped hydro storage systems to calculate stored water volume and power generation with higher accuracy. The results of the proposed model are compared with the results of established models presented in other papers. The results of this study indicate that both model one and two significantly overestimate the volume of water. However, the proposed model has reduced this error from 13.17% to 0.74%. The error of the proposed model in the pump mode is reduced from 18.36% to 1.4% and the error in the turbine mode is reduced from 21.23% to 1.61%. Although using another experimental setup may change the error, the experiments are conducted in different scenarios and weather conditions to determine the average error of the model.
Finally, the effects of the model parameters on the model performance are studied. These results suggest that consideration of the losses of the system delivers a more practical model. This model is recommended for energy management applications since it estimates the system performance more accurately.
Chapter 4: A novel pumped hydro storage system

This chapter investigates the value of using existing irrigation infrastructure to store surplus photovoltaic energy in a farmhouse. The irrigation system includes a reservoir and a water well. The depth of the water well is used to store energy in the form of gravitational potential energy. Throughout the day, photovoltaic energy is used to pump water from the bottom of a well to the reservoir at ground level, where this stored water is then used to meet demand by releasing the water back to the well through a hydro turbine. A controller is designed to manage the pump and the turbine efficiently to reduce daily electricity costs of the farmhouse. The proposed method is validated experimentally with a real pump and a turbine. The controller manages the pump power and turbine flow rate considering the losses of storage, the feed-in income, and the cost-saving for each decision. The proposed system is also simulated in MATLAB for a whole year using real data to investigate the economic aspects of this storage in different seasons with different irradiance, weather, energy demand, and water demand profiles.

4.1 Introduction

Nowadays, photovoltaic (PV) systems are common in agricultural areas due to their clean and cost-effective energy production. However, one major issue of PV systems is in meeting dynamic energy...
demand with their intermittent power generation [102, 103]. An energy storage system can address this issue by storing surplus PV energy and returning it at night times or on cloudy days [104, 105]. Batteries, as conventional energy storage systems, are not an eco-friendly option due to their high carbon footprint [106-108]. Therefore, this study proposes a cleaner energy storage system to be used instead of batteries to store surplus PV power.

Adding batteries to PV systems increases capital costs by more than double [109, 110], where many users prefer to install a PV system without storage. The rapid growth of PV systems raises a timing imbalance between PV generation and peak demand known as the duck curve problem [111, 112]. Dynamic retail pricing plans like critical peak pricing, real-time pricing, and time-of-use have been suggested to increase the economic benefits of self-consumption [113]. In a dynamic pricing environment, a cost-effective energy storage system can reduce electricity prices significantly. Therefore, this study presents a new type of pumped hydro storage (PHS) system utilising existing infrastructure in farms to store energy.

Most research on PHS systems has been conducted in relation to large scale storage which requires special geographical features. The aim of these studies has been related to power balancing in power systems. The size of reservoirs, pumps and turbines are critical in the design of PHS systems, so some papers have focused on sizing [114]. Several studies have developed optimal scheduling techniques to dispatch power flow economically [62, 115]. Multiple papers have investigated control strategies to regulate voltage and frequency by PHS systems [85, 116]. A PHS system is recommended for the generation of continuous power at a constant voltage for islanded areas in [88], where the authors propose an off-grid wind-PHS microgrid to meet the demand. Results show that a PHS can keep the microgrid voltage constant even when the wind does not blow. A recent study has developed a hybrid PHS-Battery storage system for an off-grid microgrid [114]. The performance of the energy storage system is evaluated by storage overall performance (SOP) and storage usage factor (SUF) parameters. In this system, a battery meets the demand when deficit energy is low, where a PHS meets the demand when the deficit energy is high.
There are limited papers examining the integration of small scale PHS systems into microgrids. It has been claimed that a small PHS reduced fuel consumption in a PV-diesel microgrid by 4% [50]. The authors in [51, 53] have investigated adding PHS systems to standalone microgrids to reduce the size of the battery in an islanded microgrid. Ref. [51] utilised a PHS to minimise monthly electricity costs in a grid-connected microgrid with dynamic electricity pricing. These papers have studied sizing, management and economic aspects of PHS systems in rural areas but have only used pumped water to generate energy. However, pumped water can be used for irrigation as well. Thus, the common critical gap of these research studies is that irrigation, which is the primary purpose of storing water in rural areas has been neglected.

Another limitation of these papers is that they do not account for hydraulic losses, rainfall, and evaporation in PHS systems. PHS losses are a function of pump power, turbine flow rate, and weather. To schedule a PHS, it is essential to estimate the volume of the stored water accurately since a small error in estimation reduces management efficiency in the long term. The authors in [117] have reported that the inaccuracy of previous models causes more than 13.17% error in water level estimation after 24 hours. Consequently, a comprehensive model is necessary to manage the system and schedule the PHS efficiently.

This study develops a new type of PHS and an energy management system (EMS) to address the above gaps in the literature. The main contributions of this chapter are listed below:

- An existing irrigation system is used to develop a low-cost and eco-friendly energy storage system suitable for rural areas.
- An EMS is designed to minimise electricity costs of the farmhouse by controlling the pump power and the turbine flow rate.
- A comprehensive PHS model is applied to improve the EMS performance by providing a more accurate prediction of the PHS losses in different conditions.
• The proposed system is tested with an experimental setup, where the EMS receives forecast data, and the microgrid runs with real PV power generation, and PHS operates in a real weather condition.
• The economic aspects of the proposed system are evaluated by calculating its payback period and lifetime benefit.
• The proposed system uses the stored water for both irrigation and electricity generation.

This chapter is organised as follows. Section 2 presents the proposed PHS system which uses an irrigation infrastructure to store energy. Section 3 presents the PHS model, PV power prediction method, energy demand prediction method, and irrigation requirement. In Section 4, the proposed PHS management system is presented to optimally schedule the PHS operating point without disturbing the irrigation functionality. In Section 5, the proposed method is experimentally tested to practically validate the performance of the management system. In Section 6, the system is simulated for one year in MATLAB to calculate annual electricity bill reduction. In Section 7, the effect of the aquifer and the PHS on the water level in the well is described. In Section 8, the economic aspects of the proposed storage are discussed.

4.2 Proposed System

A farmhouse is an ideal place to implement a pumped hydro storage (PHS) system. A PHS needs two reservoirs with different heights, where the lower reservoir is connected to a source of water. In farmhouses, there are water wells connected to aquifers and open-top reservoirs at ground level to store pumped water from a well. Adding a hydro turbine to this system, as in Fig 4.1, would convert the irrigation system to a PHS. In this system, the pump consumes the PV power to store water in the reservoir when there is surplus energy in the microgrid. When this stored energy is needed, the water will be released back to the well through a hydro turbine in order to generate electricity. In this system, the stored water can be used for both irrigation and electricity generation. The power generation of the turbine is directly proportional to the depth of the well and water flow rate, where the size of the
reservoir determines the capacity of the storage system. Since there is no space limitation in farmhouses, this energy storage can be implemented with a very high capacity.

The main difference of the proposed energy storage system and conventional PHS systems is that the proposed system store water not only for electricity generation but also for irrigation. Using this system for two applications make the system efficient and cost-effective on the one hand but more complex to manage on the other hand. This novel PHS is specifically designed for farmhouses that have water wells.

![Fig 4.1: The proposed PV-PHS microgrid for farmhouses.](image)

### 4.3 System modelling

The efficiency of the management system highly depends on the accuracy of the model used to estimate the system’s parameters. This section presents a comprehensive PHS model and the methods of PV and load prediction.

#### 4.3.1 PHS model

This study has applied the PHS model presented in Chapter 3 [117], which considers electrical, mechanical, and hydraulic losses of the PHS with a flexible water flow rate (Fig 4.2). In this model
pump power ($P_p$) and the percent openness of the turbine valve ($T_v$) are inputs, where stored water ($V$) and turbine power ($P_t$) are outputs. This model can estimate the stored water with a very low error (0.73%), which assists the management system to make more accurate decisions. The model calculates evaporation and precipitation to estimate the stored water level more accurately for open top reservoirs. In closed tanks, evaporation and precipitation would be zero in the model. The model calculates water level according to the dimension of the reservoir, where the effect of water level on water flow rate and output power is considered in the model.

![Fig 4.2: PHS model](image)

The water level in the well should be maintained in a limited range otherwise the well overflows during turbine mode, or water goes down during pump mode. To keep the water level in a limited range, pump and turbine flow rate must be less than the flow rate between the well and aquifer. Therefore, the aquifer can feed the well at the same flow rate of pumping, and the well can inject water to the aquifer at the same flow rate of releasing water to the well. The flow rate between well and aquifer ($Q_w$) can be calculated by Dupuit equation [118]:

$$Q_w = \pi K_h \times \frac{h_2^2 - h_w^2}{\ln \left( r_1/r_w \right)}$$  \hspace{1cm} (4.1)
where $K_h$ is hydraulic conductivity of aquifer, $h_1$ is aquifer head, $h_w$ is well head, $r_w$ is well radius, and $r_1$ is the radius of influence. $r_1$ can be expressed by Sichardt equation [119]:

$$r_1 = 3000 \times s_w \times \sqrt{K_h}$$  \hspace{1cm} (4.2)

where $s_w$ is drawdown at the well (m).

### 4.3.2 Solar power prediction

PV power is a function of irradiance and temperature. Two mathematical models are suggested to estimate the output the power of PV systems: one-diode model [120] and two-diodes model [121]. Some studies have presented new artificial methods to predict PV power with high accuracy. In this study, an artificial neural network (ANN) method presented in [122] is trained to predict PV power. The MATLAB Neural network training tool is used to train the ANN with 10 hidden neurons and recurrent neural network (RNN) architecture. Eq 3 and Eq 4 represent a neuron model. Each neuron receives inputs ($x_j$) which are connected to a summing junction by adjustable synaptic weights ($\omega_{kj}$). The ANN is trained by a Levenberg-Marquardt (LM) learning algorithm to adjust the synaptic weights.

The ANN was trained by real data, including clear sky irradiance, cloud cover percentage, and temperature as inputs; and PV power as the target. Clear sky irradiance was collected from [123] and cloud cover percentage was provided by [124]. The temperature was measured by the weather station installed near the PV system. PV power was obtained by measuring the output voltage and current of the PV. These data were collected for one year to train the ANN, then the ANN was used to forecast PV power.

$$u_k = \sum_{j=1}^{m} \omega_{kj} x_{kj}$$  \hspace{1cm} (4.3)

$$y_k = \varphi(u_k + b_k)$$  \hspace{1cm} (4.4)
4.3.3 Energy demand

In this study, energy demand is the energy consumption in the farmhouse including the electric devices in the house and farm, such as lights, heating and cooling systems, cooking elements, laundry machines, irrigation components, personal items, and so on. In this study the ANN presented in [125] is trained to forecast energy demand. The ANN structure is similar to Section 3.2, but the hidden neurons are 40. In this study, the ANN is trained by a household energy demand model presented in Section 5. Inputs of the ANN are month of the year, day of the week, and hour of the day where the output is hourly average demand power.

4.3.4 Irrigation demand

Irrigation schedule depends on the type of the crop and season and is given as the volume of water that needs to be supplied for each month of the year. The irrigation times and the duration of each irrigation can be determined by knowing the water flow rate. The irrigation plan used in this study is provided by the website of The Department of Primary Industries and Regional Development [126]. Table 4.1 shows the irrigation requirement of a 3-hectare Avocado farm used for one-year simulation in Section 6. Each irrigation takes 6 hours with 122 m$^3$/h flow rate.

<table>
<thead>
<tr>
<th>Table 4.1: Irrigation requirement of a 3-hectare Avocado farm</th>
</tr>
</thead>
<tbody>
<tr>
<td>Volume (m$^3$)</td>
</tr>
<tr>
<td>----------------</td>
</tr>
<tr>
<td>Number of Irrigation</td>
</tr>
</tbody>
</table>

4.4 System design

This PHS system is proposed for farmhouses with PV pumping system, so the PV and pumping system is already installed. The capacity of PV systems should be around the power of pumps to meet the energy required for pumping during the day. The only component that is needed to be selected is the turbine. Selecting the capacity of the turbine depends on the demand profile. The turbine rated power should be selected around the average demand power during peak hours since the most saving happens
during peak hours; thus, it is essential to choose a turbine that is able to meet the demand at peak hours. A larger turbine would increase the operating costs of the system since the efficiency of turbine significantly drops in lower than half of the rated power. Operation with low efficiency would increase the loss of saved energy which could be used to save money during deficit energy.

4.5 PHS management system

The aim of using a PHS is to receive less energy from the grid and utilise more clean energy generated inside the microgrid. Since the energy tariff, PV power, demand and PHS losses are not constant, the proposed management system estimates all these parameters to control the PHS efficiently. Since there is an energy storage system, any action will change the future condition of the system. Consequently, in each hour, the proposed controller receives current water volume and forecast data to schedule the PHS until the end of the day to find the best PHS mode for the next hour.

The amount of energy received from the grid for each hour can be calculated by:

\[
E_{\text{Grid}}\ t = E_{D\ t} + E_{P\ t} - E_{PV\ t} - E_{T\ t}
\]  

Energy demand \((E_{D\ t})\) is the forecast of the farmhouse energy consumption. Pump energy \((E_{P\ t})\) is the energy consumption of the pump in the well. PV energy \((E_{PV\ t})\) is the forecast of the energy generation by PV. Turbine energy \((E_{T\ t})\) is the energy generation of the hydro turbine.

In this equation, demand and PV are not controllable; however, the pump and the turbine are under the control of the PHS management system. To determine the pump power and the turbine flow rate an optimisation algorithm is required. There are various dispatch algorithms used in microgrids [127-129]. Genetic algorithm (GA) is a robust optimisation technique for economic dispatch, which can solve complex and nonlinear problems with an adequate speed [66]. This optimisation technique is inspired by the theory of evolution, where it has been applied in several papers to schedule the microgrids [73, 130, 131]. The proposed system has been tested experimentally with GA, where it could determine the optimal schedule of the pump power and the turbine flow rate in the limited time of the system. The
objective of GA is minimising electricity costs receiving from the grid. To take into account the energy tariff of each hour ($\lambda$), electricity costs are calculated for each solution by:

$$E_{\text{Cost}} = E_{\text{Grid}} \lambda_t$$

(4.6)

To minimise electricity costs, the objective function is given as follows:

$$\text{minimise } F = \sum_{t=1}^{T} (E_{Dt} + E_{Pt} - E_{PVt} - E_{Tt})\lambda_t$$

(4.7)

This objective function calculates electricity costs for $H$ hours which $H$ is the following hours until the end of the day. In each iteration, GA generates a population where each individual composed of $H$ number of variables. Each variable represents the PHS mode for one hour, where it can be a number between -1 and +1 (-1 means $E_{Tt}$ is at its maximum, and +1 means $E_{Pt}$ is at its maximum). GA calculates the costs of schedules by the objective function and generates the next population. The output of the GA is the schedule with the lowest costs. The following constraints are applied in the GA.

$$\forall_{min} < \forall < \forall_{max}$$

(4.8)

$$E_{Tt} = \begin{cases} E_{Tt}, & \text{if } \forall > \forall_{min} \\ 0, & \text{if } \forall = \forall_{min} \end{cases}$$

(4.9)

$$E_{Pt} = \begin{cases} E_{Pt}, & \text{if } \forall < \forall_{max} \\ 0, & \text{if } \forall = \forall_{max} \end{cases}$$

(4.10)

$$\forall_{t=0} = \forall_{t=24} = 40\%$$

(4.11)

$$T_{v,\text{min}} < T_v < T_{v,\text{max}}$$

(4.12)

$$P_{p,\text{min}} < P_p < P_{p,\text{max}}$$

(4.13)
Fig 4.3: Schematic diagram of the proposed PHS management system

The water volume in the reservoir is limited by the reservoir size. When the reservoir is empty ($\forall = \forall_{\text{min}}$), the turbine energy ($E_{T_t}$) must be zero since there is no stored water to spin the turbine blades. When the reservoir is full ($\forall = \forall_{\text{max}}$) the pump energy ($E_{P_t}$) must be zero since the pump will be mandatorily turned off.

The volume of the reservoir at the beginning of each day is set at 40% of its full capacity, where it should have the same amount of 40% at the end of each day to be prepared for the next day [51].

The outputs of the EMS are the pump power ($P_p$) and the percent openness of the turbine valve ($T_v$) for the next hour, where they are calculated by the following function:

\[
\begin{align*}
\text{if } & \text{ PHS mode < 0} \\
& T_v = \text{PHS mode} \times 100; \\
& P_p = 0; \\
\text{else} & \\
& P_p = \text{PHS mode} \times \text{Pump rated power} \\
& T_v = 0;
\end{align*}
\]

Pump power can be any value between zero to its rated power. A variable-speed drive (VSD) connected to the pump controls its power. VSD receives $P_p$ from the EMS and controls the pump power by adjusting its frequency and voltage. The turbine valve (Fig 4.1) controls the turbine flow rate, where $T_v = 0\%$ means the turbine flow rate is zero, and $T_v = 100\%$ means the flow rate is at the maximum flow rate of the turbine.
The schematic diagram of the proposed PHS management system is shown in Fig 4.3. Inputs of the management system are weather forecast, energy tariff, irrigation schedule, and the volume of the stored water. This schedules the pump and the turbine for the next hours until 12 AM to determine the next pump power and turbine flow rate. The reservoir model receives the pump and turbine flow rate to calculate the volume of stored water. The scheduling process updates hourly to reduce the effect of prediction error.

4.6 Experimental validation

The proposed PHS management system was examined in the experimental setup shown in Fig 4.4 to verify the performance of the system with a real pump and a real turbine. The proposed system was physically modelled to measure the pump flow rate and the turbine power for each PHS mode. The details of the experimental setup, the pump efficiency curve, and the turbine efficiency curve are presented in [117]. The parameters of the components used in the experiment are noted in Table 4.2.

The household energy demand model suggested in [132] is used to simulate the energy consumption of a family of three. The model has 25 appliances composed of lighting, laundry machines, cooking devices, entertainment devices, personal items, and cleaning devices. Fig 4.5 shows the demand profile for one year, where the resolution is one minute. To calculate electricity costs, this study has used a time of use tariff from Synergy Smart Home Plan (Fig 4.6) [133].

Fig 4.4: Smart Energy Laboratory at Edith Cowan University, Western Australia.
Fig 4.5: Demand profile for one year with 1-min resolution

![Demand profile for one year with 1-min resolution](image)

Fig 4.6: Time of use tariff [133].

![Time of use tariff](image)

Table 4.2: Parameters of the microgrid in the experiment.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pump</td>
<td>Southern Cross, Type: MfD47A</td>
</tr>
<tr>
<td></td>
<td>Impeller diameter: 211 mm</td>
</tr>
<tr>
<td>Turbine</td>
<td>Power Spout, Type: TRG</td>
</tr>
<tr>
<td></td>
<td>Rated: 768 W, 10 m, 15.3 L/s</td>
</tr>
<tr>
<td>Pipe</td>
<td>Diameter: 102.3mm</td>
</tr>
<tr>
<td>PV</td>
<td>LG280/285S1C-L4, Monocrystalline, 12 modules, Power: $12 \times 285 \text{W}$</td>
</tr>
<tr>
<td>Reservoir</td>
<td>$600 \text{m}^3$</td>
</tr>
</tbody>
</table>

Fig 4.7 illustrates the results of the experiment. In this experiment, the management system is tested to investigate how efficiently it can manage the pump, the turbine, and stored water to reduce electricity costs. The stored water was managed to return 40% of the water to the reservoir at the end of the day. The pump and the turbine were scheduled to have the highest cost-saving for this day.

The results show that the turbine had worked when both tariff and demand were high. The turbine flow rate was optimally determined to minimise electricity costs by the limited stored water. For one hour it
worked with low flow rate since there was small deficit energy in the microgrid. Then for three hours, the turbine operated with its highest efficiency.

![Graph showing cost, PHS power, stored water, PV power, and demand over time.]

**Fig 4.7: Experimental results.**

The pump worked for 4 hours when there was high surplus energy generated by PV. In the morning, the PHS management system did not pump water in order to meet the demand by PV power directly. Pumping at this time would increase the losses since the pump efficiency drops when the pump works in low power. The management system decided not to pump more than 4 hours since it was enough to cover peak hours and high demand period. Then for 3 hours, the cost is negative, which means the PHS management system decided to send the energy to the grid. The feed-in income of this decision was more than cost-saving of storing more energy for the night. In this system, feed-in income is equal to PV energy fed back to the grid times feed-in tariff, where cost-saving is equal to energy generation by
the turbine times grid energy tariff. The designed optimisation algorithm determines which one reduces costs more and decides to run the pump or send energy to the grid.

The PHS model presented in Section 3.1 assisted the PHS management system to accurately estimate the pump flow rate and stored water, which increased the efficiency of the management. In an experiment, the system was tested with two different PHS models to investigate the effect of the proposed PHS model on the PHS management system decisions. The simple PHS model presented in [50, 51, 53, 88] had 18% error in stored water estimation for a period of 24 hours. However, this error was reduced with the proposed model to 2%. With the simple PHS model, high overestimation in stored water caused pumping less than enough water to cover peak hours and high demand period, which led to less cost-saving. The PHS needs to store enough water to meet the demand at peak hours, so any error in the calculation of the pump flow rate or stored water reduces the efficiency of the management system.

4.7 Simulation results

The proposed system was simulated in MATLAB for one year to calculate the cost-benefit of the proposed storage. The simulated farmland covers 3 hectares with a reservoir which occupies 1.7% of the farm area. Most of the data used in the simulation was measured data in order to produce a realistic estimation of the cost reduction of the proposed storage.

Weather data used in the simulation, including temperature, rainfall, humidity, irradiance, and wind speed were measured by the weather station installed at Edith Cowan University. Weather forecast data are also collected hourly from a weather forecast website [124] for the same period.

PV power was measured from the installed PV system shown in Fig 4.4. Energy demand was generated by the suggested model in [132] for one year. The demand profile was generated for ten houses in rural areas. This model is also used to generate data to train the ANN that forecasts energy demand, which has a 10% error on average within a year. The forecasted energy demand is given to the EMS and energy
demand is used in costs calculation. Table 4.3 presents the characteristics of the components used in this simulation.

Table 4.3: Parameters of the PHS components used in the simulation.

<table>
<thead>
<tr>
<th>Component</th>
<th>Model</th>
<th>Power (kW)</th>
<th>Head (m)</th>
<th>Water Flow (m³/s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pump</td>
<td>100 ANZE</td>
<td>30</td>
<td>40</td>
<td>0.06</td>
</tr>
<tr>
<td>Turbine</td>
<td>XJ40-L-10DCT4</td>
<td>10</td>
<td>30-40</td>
<td>0.048-0.05</td>
</tr>
<tr>
<td>Reservoir</td>
<td>length: 25 m, Width: 20 m, depth: 2m</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Water well</td>
<td>Diameter: 1 m, depth: 40 m</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Fig 4.8 shows one week of the simulation results as an example. The PHS management system has controlled the PHS to reduce daily operational costs considering the losses of the storage, feed-in income, and cost-saving for each decision.

Fig 4.8: One week of the one-year simulation results.
The first and second day were sunny days, so the pump used the PV power to store water during the day, and the stored water was used by the turbine to reduce costs during not only peak hours but also off-peak hours.

On the third day from 10 a.m. to 2 p.m., the pump power was low due to high energy demand. At these hours, the surplus PV power was not enough for the pump, so the remainder should be met by the grid. Receiving energy from the grid increases costs, and on the other hand, reducing the pump power increases the pumping losses. Thus, the PHS management system determined the optimal powers to make a balance between pumping costs and cost-saving of the PHS. Since the stored water was used more for irrigation, the turbine only covered the peak hours and high demand hours. At night, the management system ran the pump during the off-peak hours to reach 40% water in the reservoir.

The fifth day was cloudy, so the pump and the turbine were used less. On this day, less energy was generated by the PV, so the management system decided to pump less water to the reservoir. Consequently, the turbine worked for fewer hours.

On the sixth day, there was a six-hour irrigation and energy demand was high. Thus, PV power was used to meet the demand, and the pump worked only to provide water for irrigation. Consequently, the turbine could generate energy only for one hour.

Although the seventh day was as sunny as the first day, the PHS was used less since energy demand was high during the day, so there was less surplus energy.

### 4.8 Hydrogeology of the Aquifer

As mentioned in Section 3.1, the water level in the well should be kept in the limited range to be able to operate the proposed PHS. In this study, it is assumed that water level changes in the range of 1% of the well depth do not interrupt the PHS operation. The water level in the well depends on the water flow rate of the PHS and the hydraulic conductivity of the aquifer \((K_h)\). \(K_h\) mainly depends on the type of aquifer; where it can range from 1 m/s for good aquifers with well-sorted gravel to \(10^{-5}\) m/s for poor...
aquifers with very fine sand [134]. The highest PHS flow rate that can keep the water level in the limited range can be calculated by Eq 4.1. In aquifers with high $K_h$, a high water flow rate can be pumped and discharged to the well; however, when the aquifer has low $K_h$, more than one well can be used to keep the water level in the limited range. In the case of requiring more than one well, the hydraulic interference of wells should be evaluated, and the costs of extra wells would be added to the capital costs of the system.

Table 4.4 shows the characteristic of the aquifer and the well modelled in the simulation. In this system, the water level in the well can change in the range of ±0.4 m (1% of the well depth). Using Eq 4.1, the water flow rate should be less than 0.0908 m$^3$/s to keep the water level in the limited range. In the simulation, the maximum PHS flow rate is 0.06 m$^3$/s, which is in the limited range.

<table>
<thead>
<tr>
<th>Parameters of the aquifer and the well modelled in the simulation</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Well depth</td>
<td>40 m</td>
</tr>
<tr>
<td>Hydraulic conductivity of aquifer ($K_h$)</td>
<td>0.01 m/s [134]</td>
</tr>
<tr>
<td>Aquifer head ($h_1$)</td>
<td>20 m</td>
</tr>
<tr>
<td>well head ($h_w$)</td>
<td>20±0.4 m</td>
</tr>
<tr>
<td>Radius of influence ($r_1$)</td>
<td>120 m</td>
</tr>
<tr>
<td>Well radius ($r_w$)</td>
<td>0.5 m</td>
</tr>
</tbody>
</table>

4.9 Economic aspects

Cumulative electricity costs over a year are shown in Fig 4.9. The proposed PHS could reduce electricity costs from $7586 to $1523, which is 80% reduction in the annual electricity costs of the farmhouse. The operation costs were reduced more in summer than winter. During winter there was less PV generation due to a higher number of cloudy days, so less water is stored to be used for electricity generation.
The payback period and lifetime benefit of the proposed energy storage system are calculated to evaluate its economic aspects. The details of the proposed system costs are indicated in Table 4.5. Installation costs include costs of pipes, valves and labour costs of installing the turbine in the well. The hydro turbine life span is estimated at 20 years [135], so lifetime benefit is calculated for 20 years. Operation and maintenance costs of the system are estimated at $8.02/kW on average for 20 years [135]; and annual water treatment costs of the system are assumed on average at $150 for a 1000 m³ reservoir to remove water contamination. Results shown in Fig 4.9 demonstrated that adding a turbine to the existing irrigation infrastructure provides an annual saving of $5983 on the electricity bill. The payback period (PP) of the proposed storage system can be calculated by Eq 15.

\[
PP = \frac{CC}{EBS - O&M - WT} \tag{4.15}
\]

Where \(CC\) is capital costs including turbine price and installations costs, \(EBS\) is annual saving on the electricity bill, \(O&M\) is annual operation and maintenance costs, and \(WT\) is annual water treatment costs. The payback period of the proposed energy storage system is 8 months, and it saves $121,260 on electricity bill over its lifetime.
In rural areas, reservoirs are available in the majority of farmhouses, so the proposed system can use the existing reservoir to store water. If a farmhouse does not have a reservoir or the size of the reservoir is not enough for the proposed PHS, the costs of building or expanding the reservoir would be added to capital costs. For the case study here, the construction costs of a plastic-lined reservoir with 1000 m$^3$ volume is estimated at $4000 including earthworks and lining costs. Therefore, if the reservoir is not already available in the farmhouse, capital costs would increase to $7910, where the payback period of the system would increase to 16 months.

### 4.10 Conclusion

This chapter has proposed a new type of PHS system designed for farmhouses to reduce electricity costs. A simple management system was designed to control the pump power and the turbine flow rate taking into account PV power generation, energy demand, water demand, PHS losses, and grid tariff. The proposed system is tested experimentally in lab environment. The simulation results show that this system can store energy without interrupting irrigation. The results demonstrate that the annual electricity cost of the farmhouse is significantly reduced by the integration of the proposed PHS system into the PV system. The comprehensive PHS model has assisted the management system to optimally select the pump power and the turbine flow rate by determining the efficiency of the PHS at different conditions. Consequently, the designed management system takes into account not only generation and demand but also the efficiency of the PHS to make a decision. This system is recommended for farmhouses that have water wells and reservoirs.
Chapter 5: A new scheduling method

This Chapter proposes a new scheduling method for PV-PHS farmhouses. It takes into account energy generation, energy demand, water demand, energy tariff, and system losses to determine the pump power, the turbine flow rate, and irrigation times. The proposed scheduling method compares cost-saving and feed-in income for each decision by using two forecasting methods and a multi-level optimisation algorithm. The performance of the system using this scheduling method is experimentally verified on a real pump and turbine. The objective of this study is not only to manage pump power and turbine flow rate but also to manage irrigation times and water volume. The results show that adding irrigation and water management assist the energy management system in using stored water more efficiently. As a result, electricity costs are reduced by more than 31% compared to existing management methods. The proposed system is simulated in MATLAB to calculate annual electricity costs. The payback period and lifetime benefit of the proposed storage are calculated to investigate the economic aspects of the system.

5.1 Introduction

Pumped hydro storage (PHS) is a clean and sustainable energy storage system that uses water to store energy. This storage system does not require any chemical substances and can store energy in a wide range of capacities. This storage system requires two reservoirs with different heights. During the day when the PV generates surplus energy, the water is pumped to the upper reservoir to store energy
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coming from PV in the form of gravitational potential energy. When power is required, the water flows
down to the lower reservoir through a turbine and potential energy converts to electrical energy. PHS
systems with high efficiency and a long lifetime [136] can be a suitable alternative storage option.

Most studies on PHS systems have been conducted on large-scale ESSs; however, many aspects of
integrating small-scale PHS systems into microgrids have not been studied. Two studies have reported
that introducing a PHS system into a microgrid comprising of a diesel generator, a PV system, and a
battery, ultimately decreases fuel consumption by 4% [137]. Ref [89] has compared the operational cost
of a 4 kW diesel generator microgrid with a 4 kW grid-connected PHS microgrid. The results have
shown that the daily costs of the grid-connected PHS are 71.3% less than the diesel generator microgrid.

Ref [135] has studied the electricity cost reduction of a PHS in a dynamic electricity pricing
environment. The paper has modelled a small grid-connected farm with an 8 kW PHS using a water
well in South Africa. It is reported that this system can reduce 68.44% of electricity costs, and its
payback period is 5.9 years.

In another study, a PV-PHS system has been suggested to reduce the electricity costs of a grid-connected
microgrid [51]. This study demonstrated that the depth of well could be used to store the electrical
energy in the form of gravitational potential energy. The payback period of this suggested system was
determined to be 15 years, including the total hydraulic system cost and digging costs. This study
focused on PHS management, where irrigation was not accounted for. However, pumping systems and
reservoirs exist in many farms for the primary purpose of irrigation, and therefore the above-suggested
management system may interrupt the primary function of the irrigation system.

To prevent disruption of irrigation functionality, a recent study has developed an energy management
system (EMS) for a PV/PHS system [138]. This system manages the PHS operating mode to both reduce
operational costs and provide water for irrigation as needed. The limitation of this study is that the
suggested EMS does not manage the irrigation times, where irrigation accrues at certain times according
to a fixed irrigation schedule. However, scheduling irrigation times according to the future state of the
system may further reduce operational costs.
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To date, suggested EMSs [49-51, 89, 135, 138, 139] have not optimised the amount of water in the reservoir at the end of the day. An optimiser that schedules the PHS needs to know the desired volume of water at the end of the day ($\forall_{24}$). In these articles, $\forall_{24}$ is arbitrarily selected to be 40% of maximum reservoir volume. However, $\forall_{24}$ has a substantial impact on the performance of the system over the following days. For instance, maybe the next day is a cloudy day where storing more water on the current day would be beneficial to reduce the total operating costs of the microgrid. On the other hand, if the next day is sunny, not as much energy may be required for storage. Therefore, neglecting to determine optimum $\forall_{24}$ would reduce the efficiency of the system.

Another research study has integrated a PHS to a stand-alone microgrid to reduce battery usage [53]. This study also maintains $\forall_{24}$ at an arbitrary value of 40% of maximum reservoir volume.

Another weakness of the current management methods is that they do not accurately take into account the PHS losses. A PHS system has hydraulic, mechanical, and electrical losses, which are mainly a function of pump speed, turbine flow rate, stored water and weather conditions [117]. PHS losses are not calculated in the simulation-based studies [49-51, 53, 89, 135, 139], so the results are not accurate for systems in which losses are not fixed. In practice, the losses of PHS highly depend on the EMS decision. Consequently, the EMS would manage the PHS more efficiently if it could calculate the losses for each decision to make a balance between pumping costs and PHS losses, and this would lead to more electricity costs reduction.

The gaps within the literature demonstrate that there is a need to develop an EMS that manages both the PHS system and the irrigation system at the same time. The main contributions of this chapter are:

- Irrigation times are scheduled to assist the EMS in using the stored energy more efficiently.
- The required volume of water for the next day is determined in order to store sufficient energy before cloudy days.
- A comprehensive PHS model is applied in the management system to reduce both PHS losses and electricity costs.
Recently, different management strategies have been proposed for residential microgrids. A flexible communication control strategy has been proposed in [140] which uses an optimisation approach to minimise the cost of energy from the grid. A closed-loop optimal control strategy has been presented in [141], which manages energy flow in a microgrid composed of PV and wind generators that are connected to the grid with battery storage. These authors reported that the initial value of energy storage plays a significant role in the control strategy. Mixed-integer-linear-programming (MILP) optimisation combined with a fuzzy controller method is presented in [13] to manage a hybrid PV-wind-battery microgrid. In this method, the optimisation program schedules battery charging and discharging current, where then the fuzzy controller adjusts the scheduled current of the battery to compensate any mismatch between the real power generation and forecasted power generation. Another management strategy suggested for microgrids is model predictive control (MPC). In [142, 143] an MPC algorithm is developed to manage energy in a real-time pricing environment. Some other studies have proposed demand-side management strategies to use renewable energy power generation more efficiently [144, 145]. This method manages shiftable and interruptible loads to balance power generation and demand.

Lifetime benefit and payback period are two key parameters of the economic feasibility study of microgrids. Payback period is the time that it takes for the microgrid to earn equal to capital and operating costs. Capital costs include components’ prices, installation costs, labour costs, and balance of system costs. Operating costs include maintenance and services costs during operation [146]. Lifetime benefit is the profit after reducing the capital and operating costs from savings of the microgrid for its lifetime [147]. The payback period and lifetime benefit of microgrids with energy storage systems highly depend on the electricity pricing mechanism [148]. Time of use is a common method of pricing. In this method, different tariffs are applied for different times of the day. Some power policies have a great difference between peak tariff and off-peak tariff, where reduces payback periods to encourage more investments in microgrids [149]. This chapter evaluates the feasibility of the proposed system by calculating the payback period and lifetime benefits at different capacities.
5.2 Proposed microgrid

In most agricultural lands, there are pumps that transport water from wells to reservoirs that is then used to irrigate land. This study suggests adding a turbine to this irrigation system in order to institute a pumped hydro storage (PHS) system, as shown in Fig 5.1. Following this, the PHS is then able to pump water to the reservoir in order to store energy in the form of gravitation potential energy, and when this stored energy is needed, it releases water down to the well through the turbine to generate electricity. This eco-friendly energy storage system can be used to manage surplus PV power. The challenge of implementing this system, however, is managing stored water for both irrigation and electricity generation.

Fig 5.2 shows the schematic diagram of the proposed system, where PV and grid are sources of energy and PHS is the energy storage of the microgrid. The PHS consists of a pump and a turbine, where the pump stores water, and the turbine generates electricity from the stored water. Demand is power consumption in the farmhouse and the irrigation pump. The EMS controls the pump power, the turbine flow rate, and irrigation times.

To manage the proposed microgrid, all of the components are modelled to possess an accurate estimation of the system’s behaviour. There are four components in this system: PHS, PV, energy demand and the irrigation system.

Fig 5.1: Proposed microgrid configuration
5.2.1 PHS Model

A comprehensive PHS model [117] shown in Fig 5.3 has been applied in this study. This model receives pump power ($P_p$) and the percent openness of the turbine valve ($T_v$) in order to calculate stored water ($\forall$) and turbine power ($P_t$). This model requires knowledge of weather conditions in order to estimate variation in $\forall$ caused by evaporation and precipitation. This PHS model can calculate the losses of the system for any pump power and turbine flow rate, where it assists the EMS to determine the optimum operating point of the PHS for each condition.

Fig 5.3: Comprehensive PHS model considering electrical, mechanical, and hydraulic losses
5.2.2 PV Power Forecast

The conventional methods to estimate PV power use a one-diode PV model [120] or two-diodes PV model [121]. These models calculate the output power of PV by receiving irradiance and temperature. Recent studies have applied artificial neural networks (ANNs) to forecast PV power with higher accuracy [122, 150, 151]. This method simulates a human brain process and can be trained by a set of input and output data. Recent studies have demonstrated that ANN is a powerful method to predict renewable energy sources [152]. To predict PV power, we have used the method suggested in [122].

An ANN consists of several layers of neurons which act as nonlinear summing junctions connected by adjustable synaptic weights. Fig 5.4 represents an artificial neuron model. This neuron model can be expressed as Eq 5.1 and Eq 5.2 below:

\[ u_k = \sum_{j=1}^{m} \omega_{kj} x_j \]  
\[ y_k = \varphi(u_k + b_k) \]

where \( k \) is neuron number, \( x_j \) are inputs, \( \omega_{kj} \) are synaptic weights, \( y_k \) are activation values, \( \varphi \) is activation function, and \( b_k \) are bias units. In the training of ANNs, synaptic weights are adjusted to minimise error. In this study, a recurrent neural network (RNN) architecture is used, where it is trained by a Levenberg-Marquardt (LM) learning algorithm. The trained ANN receives clear sky irradiance, temperature, and cloud cover percentage to forecast PV power. MATLAB Neural network training tool is used to train the ANN with 10 hidden neurons.

![Artificial neural model](image)

Fig 5.4: Artificial neural model.
5.2.3 Demand Forecast

ANN is the most popular method for electricity demand forecasting due to its higher accuracy compared to statistical methods [153]. This study has used the forecasting approach presented in Ref [125] which presents an ANN, designed in MATLAB, to predict home energy consumption at different times of the day. The same ANN structure mentioned in section 2.2 is used to predict demand but with 40 hidden neurons. The input data used in the ANN are month of the year, day of the week, and hour of the day.

5.2.4 Irrigation Pump

To irrigate the land, there is an irrigation pump where its power consumption ($P_{IP}$) can be calculated by [94]:

\[ P_{IP} = \frac{Q_{IP} \rho g H_{IP}}{\eta_{IP}} \]  

where $Q_{IP}$ is the pump flow rate, $H_{IP}$ is the total head of the pump, $\eta_{IP}$ is the efficiency of the pump, $\rho$ is density of water, and $g$ acceleration due to gravity.

5.3 Proposed Energy Management System

This section presents an EMS which takes into account energy generation, energy demand, energy tariff, system losses and water demand to optimally use the energy sources. Before managing the PHS system to improve microgrid operation, the EMS should determine irrigation times and the required volume of water at the end of the next day ($V_{24}$). These two parameters should be optimally determined every day according to the demand and generation of the following days. In the absence of this, these parameters must be arbitrarily selected [49-51, 89, 135, 138, 139]. Therefore, to determine these parameters first and then manage the PHS, the proposed EMS has the following layers:

- Irrigation and water management layer
- Pump and turbine management layer
Fig 5.5 illustrates the proposed EMS. The process of these two layers is explained in Sections 3.1 and 3.2.

5.3.1 Irrigation and Water Management Layer

Irrigation and water management layer accrues every day at 23:00, receiving irrigation interval, last irrigation times, and water volume in the reservoir (\(\forall\)), and forecast data. The trained ANNs mentioned in sections 2.2 and 2.3 receive forecast data to predict PV power and energy demand. All these forms of data in addition to the range of possible irrigation times are then sent to an optimisation algorithm to schedule the system for the next three days.
In this system, it is assumed that irrigation has three days of flexibility, meaning that the EMS can irrigate the land one day before or after the given irrigation time interval. In this situation, there are 72 hours of possible irrigation times. The range of the possible irrigation day may be expressed as:

\[ FPID = LI + II - 1 \]  
\[ LPID = LI + II + 1 \]

where \( FPID \) is the first possible irrigation day, \( LPID \) is the last possible irrigation day, \( LI \) is last irrigation day, and \( II \) is irrigation interval. Since there are three days of flexibility for irrigation, the first layer schedules the system for the next three days.

Irrigation day (\( ID \)) can be any day from \( FPID \) to \( LPID \) and Irrigation hour (\( IH \)) can start at any hour from the beginning of the day until \( IL \) hours before the end of the day, where \( IL \) is irrigation length. \( ID \) and \( IH \) will be determined by the optimisation algorithm in the possible irrigation time range.

Both layers of the EMS require an optimisation algorithm. There are several heuristic algorithms and advanced methods used in renewable energy technologies [109, 113, 154-156]. Genetic algorithm (GA) is able to solve nonlinear and non-convex problems with an acceptable speed [66]. This optimisation algorithm is inspired by Darwin’s theory of evolution. Several studies have used GA to schedule microgrid units where it is a powerful optimiser for resource allocation and economic dispatch [31, 69, 73]. GA has been tested for the proposed EMS, and it could determine the global solutions of the constrained optimisation problems of this study is less than the limited time of the system.

To determine irrigation times and \( \forall_{24} \), a genetic algorithm (GA) schedules the system. In each generation, the GA generates possible solutions composed of 72 variables for the PHS operating points, 1 variable for irrigation day (\( ID \)), and 1 variable for irrigation hour (\( IH \)). The model calculates the pump power, turbine power and \( \forall \) for the next 72 hours for each solution. Then the fitness function calculates the electricity costs of each solution. The GA generates the next generations through cross over and
mutation. The iteration process continues until the minimum cost does not change. The fitness function (FF) has been defined to minimise the operation cost:

$$FF = \min \left[ \sum_{t=1}^{T} (E_{Dt} + E_{Pt} + E_{ipt} - E_{p VT} - E_{Tt}) \lambda_t \right]$$

(5.4)

where $E_{Dt}$ is the energy consumption of demand at interval $t$, $E_{Pt}$ is the energy consumption of the pump at interval $t$, $E_{ipt}$ is the energy consumption of the irrigation pump at interval $t$, $E_{p VT}$ is the energy generation of the PV at interval $t$, and $E_{Tt}$ is the energy generation of the turbine at interval $t$. In order to determine optimal solutions, the following constraints are applied in the optimisation algorithm:

$$E_{Pt_{min}} < E_{Pt} < E_{Pt_{max}}$$

(5.5)

$E_{Pt} = \begin{cases} E_{Pt}, & \text{if } \forall < \forall_{max} \\ 0, & \text{if } \forall = \forall_{max} \end{cases}$

(5.6)

$$E_{Tt_{min}} < E_{Tt} < E_{Tt_{max}}$$

(5.7)

$E_{Tt} = \begin{cases} E_{Tt}, & \text{if } \forall > 0 \\ 0, & \text{if } \forall = 0 \end{cases}$

(5.8)

$$0 < \forall < \forall_{max}$$

(5.9)

$$40\% < \forall_{t=72} < 100\%$$ [51]

(5.10)

$$FPID < ID < LPID \quad \text{for } FPID \geq D$$

(5.11)

$$D < ID < LPID \quad \text{for } FPID < D$$

(5.12)

$$1 < IH < (24 - IL)$$

(5.13)

where $D$ is the current day. The PHS operating point can be a number between -1 and +1 (-1 means the turbine energy generation ($E_{Tt}$) is at its maximum, and +1 means the pump energy consumption ($E_{Pt}$)
is at its maximum). During turbine mode, the pump does not operate; during pump mode, the turbine does not operate.

The volume of water in the reservoir (∀) is limited by the maximum volume of the reservoir. Consequently, when ∀ is at its maximum, the pump stops operating since the reservoir is full. When ∀ is zero, the turbine stops operating since there is no water in the reservoir.

5.3.2 Pump and Turbine Management Layer

The second layer manages the PHS hourly, receiving irrigation times, ∀_{24}, and forecasts data to determine the pump power or turbine flow rate for the next hour. This layer schedules the PHS for the following hours until the end of the day (H), but the schedule updates hourly. Thus, the decision made in each hour is based on the current and future state of the system. This layer manages stored water to ensure enough water for irrigation and to retain at least ∀_{24} water in the reservoir at the end of the day.

The fitness function and constraints of the second layer are the same as Eq. 5.4 to Eq. 5.9. Since minimum ∀_{24} is produced by the first layer, water volume constraint is:

∀_{24} < ∀_{t=24} < 100\% \quad (5.14)

The output of the optimisation algorithm is a PHS operating point which controls the pump power and the turbine flow rate. If PHS operating point is a positive number, it indicates the pump power in percentage, whereas if PHS operating point is a negative number, it indicates the percent openness of the turbine valve. By controlling the turbine valve, the EMS controls turbine power generation.

5.4 Results and Discussion

5.4.1 Experimental Verification

The proposed PHS management system was examined in the experimental setup shown in Fig 5.6 to verify the performance of the system with a real pump and a real turbine. The proposed system was
physically modelled to measure the pump flow rate and the turbine power of each PHS mode. In this experimental setup, the pump circulates the water, where the valves placed after the pump can change the total head of the pump. Reducing the percent openness of these valves increases their resistance coefficients. Increases in their resistance coefficient increase the total head of the pump. These valves were adjusted to simulate the total head of the pump in the proposed system. In the turbine mode, the pumped water through the turbine spins the turbine blades to generate electricity. The head and flow rate of water can be controlled by the pump speed and the valves placed before the turbine. During the experiment, the valves and pump speed were adjusted to simulate water flowing from the reservoir to the well through the turbine. To measure evaporation and precipitation, the water level of an open-top tank was measured continuously during the experiment. The parameters of the components used in the experiment are mentioned in Table 5.1.

![Experimental setup](image)

**Table 5.1:** Parameters of the Experimental setup components.

<table>
<thead>
<tr>
<th>Component</th>
<th>Type</th>
<th>Specification</th>
</tr>
</thead>
<tbody>
<tr>
<td>Turbine</td>
<td>Power Spout, Type: TRG</td>
<td>Rated: 768 w, 15.3 L/s</td>
</tr>
<tr>
<td>Pump</td>
<td>Southern Cross, Type: MfD47A</td>
<td>3 kW Motor, Impeller diameter: 211 mm</td>
</tr>
</tbody>
</table>

In the experiment, two types of data were applied: measured data and forecast data. Measured data includes PV power generation, pump flow rate, pump power, turbine flow rate, turbine power, precipitation, and evaporation. These parameters were measured in the Smart energy lab of Edith Cowan University. Load demand data was generated by a high-resolution household electricity demand
model presented in Ref [132] for three households. Forecast data including temperature, clouded cover percentage, relative humidity, wind speed, precipitation was received from an online weather service named “Yr” [124]. This online data is received hourly since the forecast data time interval is one hour. The forecast of clear sky irradiance was provided by the Australian PV Institute Solar Map [123]. The price of energy received from the grid is according to the local time-of-use tariff (Synergy Smart Home Plan) presented in Table 5.2 [133].

<table>
<thead>
<tr>
<th>Time of use</th>
<th>Tariff ($/kWh)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(Hour)</td>
<td></td>
</tr>
<tr>
<td>Weekdays</td>
<td></td>
</tr>
<tr>
<td>21 – 7</td>
<td>Off-peak</td>
</tr>
<tr>
<td>7 – 15</td>
<td>Shoulder</td>
</tr>
<tr>
<td>15 – 21</td>
<td>Peak</td>
</tr>
<tr>
<td>Weekends</td>
<td></td>
</tr>
<tr>
<td>21 – 7</td>
<td>Off-peak</td>
</tr>
<tr>
<td>7 – 21</td>
<td>Shoulder</td>
</tr>
<tr>
<td>Feed-in tariff</td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.071350</td>
</tr>
</tbody>
</table>

Fig 5.7 shows the results of the experiment for two days. The proposed EMS controlled the pump power and the turbine flow rate considering PHS losses, PV power, energy demand, water demand, energy tariff, and the future state of the system.

The proposed EMS determined that the required volume of water for the end of the first day was $V_{24} = 440 \text{ m}^3$, where the weather prediction forecasts cloudy weather for the following two days. Hence, the turbine and the pump were managed to retain $440 \text{ m}^3$ in the reservoir for the second day. This stored water is then managed to reduce costs on the next days.

As shown in Fig 5.7, the turbine flow rate was managed during the experiment to reduce electricity costs. At minutes 1080-1260, the turbine worked with 92% of its full capacity since both demand and tariff were high. At minutes 1980-2040, the turbine was used to meet the demand, when the PV could not generate enough power due to cloudy weather. On the afternoon of the second day, the turbine started working one hour earlier than the previous day since the PV power was not enough to meet the demand.
It can be seen from the results that the proposed EMS ran the pump efficiently. When the surplus energy was high, the pump worked at 70% of its full rated power since its highest efficiency is at this point. However, when the surplus energy was not high, but enough to run the pump, the EMS has found an optimum pump power to reduce both PHS losses and electricity cost. In this case, the deficit energy to run the pump should be taken from the grid, thus increasing the pump power increases the electricity cost; on the other hand, reducing pump power increases the losses of pumping since the efficiency of the pump drops as the operating power departs from the rated power. The EMS made a balance between pumping costs and PHS losses to determine the pump power.

Fig 5.7: Electricity costs, PHS mode, stored water in the reservoir, energy demand, and PV power of the proposed system for 2 days of the experiment.
To make this balance for each decision, the EMS looks at the current and future state of the system and compares three costs: 1) pumping costs: the electricity costs of pumping water to the reservoir; 2) cost-saving: the cost-saving of generating energy later by that pumped water considering the losses of the PHS; 3) feed-in income: the feed-in income from the export of the surplus energy to the grid. If cost-saving minus pumping cost is less than feed-in income, the EMS does not run the PHS. Otherwise, the EMS determines the pump power and the turbine flow rate to increase cost-saving minus pumping cost to its highest.

When the demand was at its peak (M:580), the EMS decided not to pump. Consequently, the PV system could directly supply the demand instead of storing energy. The EMS decided not to pump water in this condition because cost-saving minus pumping cost was less than the feed-in income from the export of the surplus PV energy to the grid.

### 5.5 Simulation Results

The proposed system is simulated for one year in MATLAB to calculate the annual cost reduction. An irrigation plan shown in Table 5.3 is used in this simulation. This plan is provided by the Department of Primary Industries and Regional Development and is for a 1-hectare apple garden in Western Australia [126]. The irrigation pump has a 1 KW motor which works 6 hours during each irrigation with 28 m$^3$/h flow rate. The pump and the turbine types used for the PHS is mentioned in Table 5.4.

<table>
<thead>
<tr>
<th>Number of Irrigation</th>
<th>Jan</th>
<th>Feb</th>
<th>Mar</th>
<th>Apr</th>
<th>May</th>
<th>Jun</th>
<th>Jul</th>
<th>Aug</th>
<th>Sep</th>
<th>Oct</th>
<th>Nov</th>
<th>Dec</th>
</tr>
</thead>
<tbody>
<tr>
<td>Volume (m$^3$)</td>
<td>1575</td>
<td>1350</td>
<td>1050</td>
<td>525</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>525</td>
<td>1050</td>
</tr>
</tbody>
</table>

Table 5.4: The pump and the turbine used in the simulation

<table>
<thead>
<tr>
<th>Element</th>
<th>Type</th>
<th>power</th>
<th>Water head</th>
<th>Water Flow</th>
</tr>
</thead>
<tbody>
<tr>
<td>Turbine</td>
<td>XJ12-1.0DCTH4</td>
<td>1000W</td>
<td>7 ~ 12m</td>
<td>0.010–0.012 m$^3$/s</td>
</tr>
<tr>
<td>Pump</td>
<td>6VP 60-2B</td>
<td>3000W</td>
<td>20 m</td>
<td>0.02 m$^3$/s</td>
</tr>
</tbody>
</table>
Fig 5.8 compares the performance of the proposed EMS with the conventional EMS presented in [51, 135, 138]. In the conventional method, the irrigation times were fixed; however, in the proposed EMS, the irrigation times were managed. The proposed model determined the fourth day to be the best day of irrigation as it was a sunny day and the irrigation pump could directly consume clean electricity coming from the PV system. The next irrigation was on the seventh day because the sixth and eighth days were both cloudy and irrigating on the seventh day reduced pumping operation costs.

Fig 5.8: Volume of stored water and irrigation times for the proposed system and conventional EMS

Fixed irrigation times in the conventional EMS causes two problems: 1) It may run the pump when there is no PV power. After both irrigation times, the submerged pump compulsory worked consuming grid electricity to increase stored water to the arbitrary level of 40%; 2) It may run the irrigation system on cloudy days. The irrigation system has a pump which consumes electricity, so if PV does not generate energy, the energy will come from the grid, which increases electricity costs. Therefore, scheduling the time of irrigation can lead to managing the surplus PV power more effectively.
Fig 5.9 illustrates the effect of determining the required volume of stored water for the end of the day ($V_{24}$) on PHS management. On this day, the EMS decided to store more water in the reservoir ($V_{24} = 326 \text{ m}^3$). Consequently, there was more limitation in releasing water through the turbine. The proposed EMS decided to run the turbine less at the beginning of the day since both demand and tariff were low. However, the conventional EMS generated surplus energy by the turbine and sent it to the grid. Although the conventional EMS could save more money on this day, the amount of money that the proposed EMS could save on the next cloudy days is much more.

The results demonstrate that the proposed EMS takes into account the losses of the system due to using a comprehensive PHS model [117]. At night, even when the tariff was low, the EMS tried to meet the demand using the turbine, which did not happen in the experiment. The EMS made this decision since
the efficiency of the PHS was high enough to save money by using the turbine at this time. The turbine and the pump type used in the simulation have higher efficiency compared to the experiment. The proposed EMS can calculate the losses of the system and determine whether generating energy by the turbine is more cost-effective or buying energy from the grid. However, in the experiment, the proposed EMS decided to not use the turbine after the peak-period, since getting energy from the grid was more cost-effective.

5.6 Economic Analysis

5.6.1 Annual Electricity Cost Reduction

The proposed system is simulated for one year in different capacities from 300 W to 40 kW. The results of the simulation are given in table 5.5. These results indicate how much electricity costs will be reduced by adding a turbine to a farmhouse which already has a PV system. In each case, the capacities of other components of the microgrid are also changed relatively with the turbine capacity.

For each capacity, the annual electricity costs of the proposed EMS are compared with conventional EMS and without PHS. In “Without PHS”, there is a PV system which generates power during the day, and when there is no sunshine, the grid meets the demand. In “conventional EMS”, the turbine is added to the system to have a PHS, and the EMS presented in [51, 135, 138] is applied to manage the system.

<table>
<thead>
<tr>
<th>Turbine capacity (kW)</th>
<th>Turbine</th>
<th>Storage capacity (kWh)</th>
<th>Annual electricity cost (AUD)</th>
<th>Without PHS</th>
<th>Conventional EMS</th>
<th>Proposed EMS</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.3</td>
<td>XJ14-0.3DCT4</td>
<td>4.2</td>
<td>183</td>
<td>46</td>
<td>30</td>
<td></td>
</tr>
<tr>
<td>0.5</td>
<td>XJ18-0.5DCT4</td>
<td>6.9</td>
<td>213</td>
<td>77</td>
<td>49</td>
<td></td>
</tr>
<tr>
<td>0.75</td>
<td>XJ18-0.75DCT4</td>
<td>10</td>
<td>351</td>
<td>118</td>
<td>81</td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>XJ12-1.0DCTH4</td>
<td>14</td>
<td>652</td>
<td>175</td>
<td>99</td>
<td></td>
</tr>
<tr>
<td>1.5</td>
<td>XJ25-1.5DCTH4</td>
<td>21</td>
<td>720</td>
<td>292</td>
<td>116</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>XJ30-2.0DCT4-Z</td>
<td>28</td>
<td>1352</td>
<td>361</td>
<td>178</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>XJ13-L-13/1x3</td>
<td>42</td>
<td>1494</td>
<td>536</td>
<td>297</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>XJ13-L-18/1x5</td>
<td>69</td>
<td>3291</td>
<td>885</td>
<td>393</td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>XJ40-L-10DCT4</td>
<td>139</td>
<td>7650</td>
<td>1487</td>
<td>959</td>
<td></td>
</tr>
<tr>
<td>15</td>
<td>XJ13-L-20/1*5</td>
<td>208</td>
<td>9701</td>
<td>3159</td>
<td>1602</td>
<td></td>
</tr>
<tr>
<td>20</td>
<td>XJ13-W-25/1*6</td>
<td>278</td>
<td>11200</td>
<td>3717</td>
<td>1757</td>
<td></td>
</tr>
<tr>
<td>30</td>
<td>XJ13-W-25/1*7/30</td>
<td>417</td>
<td>14410</td>
<td>5735</td>
<td>1852</td>
<td></td>
</tr>
<tr>
<td>40</td>
<td>XJ13-W-25/1*7/40</td>
<td>556</td>
<td>24194</td>
<td>6655</td>
<td>2100</td>
<td></td>
</tr>
</tbody>
</table>
Comparing the annual electricity costs of the microgrid without PHS with the conventional EMS illustrates how adding a turbine to the microgrids could significantly reduce electricity costs. Moreover, the proposed EMS could reduce electricity costs from 31% in small capacities to 68% for large capacities compared to the conventional EMS (Fig 5.10). Although both EMSs manage the system hourly, the proposed EMS considers the effect of each decision on the subsequent days as well. That is why the proposed EMS could manage the microgrid more efficiently.

![Graph](image)

**Fig 5.10:** Percentage of electricity costs reduction by using the proposed EMS instead of the conventional method.

### 5.6.2 Payback Period

Table 5.6 indicates the payback period and lifetime benefit of implementing PHS systems into farmhouses managed with the proposed EMS. The capital cost includes the turbine price and balance of system (BOS). BOS includes the costs of pipes, fittings, cables, valves, and installation. The lifetime cost is calculated for each capacity for a duration of 20 years. The lifetime costs include capital, operation, and maintenance costs. A hydro turbine lifespan is estimated 20 years with the average annual operation and maintenance costs of 8.02 $/kW [135]. Annual saving is calculated by deducting the electricity, operation and maintenance costs of the proposed PHS from the electricity costs of the microgrid without PHS. The average residential electricity price has increased by 56% over the last
decade in Australia [157]. Assuming that the same trend continues, it is taken into account that the electricity price has an increase of 5.6% annually.

The results demonstrate that the proposed storage is profitable in all the cases where the lifetime benefits are from 4 to 29 times more than lifetime costs. The computed payback period shows that the proposed clean storage is an economical option for microgrids. The payback period of the proposed system is from 5 months to 3.2 years depending on the size of the system.

When comparing the proposed energy storage to batteries, the efficiency of batteries is higher. The efficiency of Li-ion batteries is about 81 to 98% [136], but the efficiency of the proposed storage is about 50 to 75%. However, the capital and maintenance costs of batteries are much higher than the proposed energy storage. A Li-ion battery costs around $600–3800/kWh [158] but the proposed energy storage costs $10-65/kWh (table 5.6). The lifetime of the proposed energy storage is much greater than batteries. The lifetime of Li-ion batteries is 5 to 15 years [158]; however, the lifetime of the proposed storage is around 20 to 50 years. Lower capital and maintenance costs of the proposed storage have made this storage more cost-effective than batteries. The payback period of a battery storage installed in Australia with an existing PV system is about 4 to 25 years for the range of 20 kWh to 3 kWh [159, 160]. However, the payback period of the proposed storage for the same capacity range is 1 to 3 years. This is shorter than one-fourth of battery payback period with the same capacities.

<table>
<thead>
<tr>
<th>Storage capacity (kWh)</th>
<th>Turbine Price (AUD)</th>
<th>BOS (AUD)</th>
<th>Capital cost (AUD)</th>
<th>Lifetime cost (AUD)</th>
<th>Annual saving (AUD)</th>
<th>lifetime benefit (AUD)</th>
<th>Payback period (Year)</th>
</tr>
</thead>
<tbody>
<tr>
<td>4.2</td>
<td>276</td>
<td>200</td>
<td>476</td>
<td>524.1</td>
<td>150.6</td>
<td>2487.8</td>
<td>3.2</td>
</tr>
<tr>
<td>6.9</td>
<td>292</td>
<td>220</td>
<td>512</td>
<td>592.2</td>
<td>160</td>
<td>2607.6</td>
<td>3.2</td>
</tr>
<tr>
<td>10</td>
<td>301</td>
<td>220</td>
<td>521</td>
<td>641.3</td>
<td>264</td>
<td>4638.4</td>
<td>2</td>
</tr>
<tr>
<td>14</td>
<td>344</td>
<td>250</td>
<td>594</td>
<td>754.4</td>
<td>545</td>
<td>10145</td>
<td>1.1</td>
</tr>
<tr>
<td>21</td>
<td>346</td>
<td>300</td>
<td>646</td>
<td>886.6</td>
<td>592</td>
<td>10953</td>
<td>1.1</td>
</tr>
<tr>
<td>28</td>
<td>350</td>
<td>300</td>
<td>650</td>
<td>970.8</td>
<td>1158</td>
<td>22188</td>
<td>0.6</td>
</tr>
<tr>
<td>42</td>
<td>430</td>
<td>300</td>
<td>730</td>
<td>1211</td>
<td>1173</td>
<td>22248</td>
<td>0.6</td>
</tr>
<tr>
<td>69</td>
<td>803</td>
<td>300</td>
<td>1103</td>
<td>1905</td>
<td>2858</td>
<td>55253</td>
<td>0.4</td>
</tr>
<tr>
<td>139</td>
<td>3410</td>
<td>500</td>
<td>3910</td>
<td>5514</td>
<td>6611</td>
<td>126702</td>
<td>0.6</td>
</tr>
<tr>
<td>208</td>
<td>3740</td>
<td>500</td>
<td>4240</td>
<td>6646</td>
<td>7979</td>
<td>152928</td>
<td>0.5</td>
</tr>
<tr>
<td>278</td>
<td>8130</td>
<td>700</td>
<td>8830</td>
<td>12038</td>
<td>9283</td>
<td>173614</td>
<td>1</td>
</tr>
<tr>
<td>417</td>
<td>9100</td>
<td>700</td>
<td>9800</td>
<td>14612</td>
<td>12317</td>
<td>231736</td>
<td>0.8</td>
</tr>
<tr>
<td>556</td>
<td>9750</td>
<td>1000</td>
<td>10750</td>
<td>17166</td>
<td>21773</td>
<td>418298</td>
<td>0.5</td>
</tr>
</tbody>
</table>

Table 5.6: Payback period and lifetime benefit of the proposed storage system
5.7 System design

The purpose of installing PV systems in farms is to supply power for irrigation systems. The capacity of PV systems should be selected around the power of pumps to meet the energy required for pumping during the day. In the experiment, the pump is 3 kW, so a 3 kW PV system is connected to the microgrid.

The results of the economic analysis show that turbines with large capacities have a lower payback period which has two reasons. First, larger turbines have higher efficiency comparing to small turbines; Second, large turbines have a lower price per kW. Selecting the capacity of the turbine depends on the demand profile. The turbine rated power should be selected around the average demand power during peak hours since the most saving happens during peak hours; thus, it is essential to choose a turbine that is able to meet the demand at peak hours. In the experiment, average demand in peak hours is around 726 W, so a 768 W turbine is selected for the PHS. A larger turbine would increase the operating costs of the system since the efficiency of turbine significantly drops in lower than half of the rated power. Operation with low efficiency would increase the loss of saved energy which could be used to save money during deficit energy.

Pump and turbine flow rate must be less than the flow rate between the well and aquifer to make sure the water level in the well is kept constant. If the aquifer feeds the well at the same rate of pumping, the water level in the well does not go down in the pump mode. In the turbine mode, if water releases through the turbine at the same rate of flowing water between well and aquifer, the water level in the well does not rise. Therefore, the PHS can operate according to the schedule without interruption.

5.8 Conclusion

This chapter developed a new type of PHS system applicable to farmhouses with PV systems. The proposed storage can store energy and irrigate land at the same time. Using existing irrigation infrastructure for storing energy makes this system a cost-effective option compared to other types of energy storage systems. The designed energy management system takes into account PV power, energy
demand, water demand, energy tariff, PHS losses, and the future state of the system to determine the pump power and the turbine flow rate. The experimental test showed that the proposed management system is able to efficiently control the pump power and the turbine flow rate during the day with different energy tariff and power generation to minimise operating costs. This study demonstrates that managing irrigation times and $\forall_{24}$ assists the system to use stored energy more efficiently. The proposed system can consider the losses of the energy storage system for each decision by using a comprehensive PHS model. The simulation results indicate that the PHS can reduce electricity costs not only during peak hours but also during off-peak hours. It was found that the cost-saving by the PHS is much more than feed-in income without PHS, even during off-peak hours, although the PHS configuration used in the simulation has 40% energy losses on average. The proposed system could reduce electricity costs by more than 31% compared to the conventional energy management system. The payback period of the proposed system is less than 3.2 years, which encourages industry to use this clean energy storage as an alternative to batteries in rural areas.
Chapter 6 is not included in this version of the thesis
Chapter 7: Conclusion

This study proposed a new type of pumped hydro storage system applicable in rural areas. This storage uses existing irrigation infrastructure to store energy as the form of gravitational potential energy. It uses the available pumping system, water well, and reservoir to build a pumped hydro storage (PHS) system. It is very low-cost energy storage since the capital cost would be installing a turbine. It has a long life span, 20 to 50 years, where maintenance costs are low as well. This energy storage does not have any chemical substances; water is the only material that it needs to work, which makes it eco-friendly energy storage. Therefore, this project focused deeply on how this energy storage can be implemented. The first step was modelling the system as the model is required in both management and simulation.

Chapter 3 presented a comprehensive mathematical PHS model that can calculate pump flow rate, stored water, and turbine generation taking into account losses of the system as well as precipitation and evaporation. The results of the proposed model are compared with the results of established models presented in other papers. The results of this study indicated that the proposed model has reduced the stored water error from 13.17% to 0.74%. The accuracy of calculating stored water has a key role in scheduling as any error can cause inefficient decisions. In this model, the effects of water level and flow rate on the head loss of the penstock are deeply studied to reduce errors in flow rate calculation in both pump mode and turbine mode. The error of the proposed model in the pump mode is reduced from 18.36% to 1.4% and the error in the turbine mode is reduced from 21.23% to 1.61%. This model is useful for scheduling since it predicts the performance of the PHS in any conditions. The significant assistance of the proposed model is that it can calculate losses in any pump power or turbine rate. This helps the scheduling part to select the optimum turbine flow rate and pump power.

Chapter 4 described the idea of using irrigation components to store energy without interrupting their primary functions. A turbine is placed in a farmhouse to build a low-cost and eco-friendly energy storage system. The stored water in the reservoir is used for both irrigation and electricity generation.
The effect of PHS operation and aquifer type on the water level in the well is studied to calculate the maximum flow rate that the PHS is allowed in both pump and turbine mode. The comprehensive PHS model presented in chapter 3 is applied in the scheduling part to increase the efficiency of pump and turbine management by takes into account not only generation and demand but also the efficiency of the PHS at different conditions. The idea is tested with the experimental setup installed at smart energy lab at Edith Cowan University. The proposed PHS system could reduce the annual electricity costs of the farmhouse significantly.

Chapter 5 introduced a new method of scheduling designed especially for the proposed PV-PHS system. This developed scheduling method manages not only the pump and turbine but also irrigation times and stored water by using two forecasting methods and a multi-level optimisation algorithm. It takes into account energy generation, energy demand, water demand, energy tariff, and system losses to determine the pump power, the turbine flow rate, and irrigation times. In this method, the required volume of water for the next day is determined in order to store sufficient energy before cloudy days. The proposed method compares cost-saving and feed-in income for each decision and decides to store surplus energy or sell it to the grid. The results showed that adding irrigation and water management assisted the energy management system in using stored water more efficiently. Therefore, the electricity costs are reduced by more than 31% compared to the previous scheduling methods.

Chapter 6 proposed a real-time management system to solve the forecast error problem in scheduling methods. Scheduling methods suffer from the error of forecast data, as a result, any difference in forecast data and actual data would cause not efficient decisions. This problem is addressed by a real-time management system that receives PHS schedule and forecast error to make more efficient decisions. The novelty of Chapter 6 is that the pump and turbine are controlled on real-time considering both current and future conditions of the system. From the two controllers designed for this purpose, the artificial neural network (ANN) method had better performance. The results show that real-time management was very useful in cloudy days as fluctuations are high. A big challenge of designing the proposed real-time management was producing target data to train the ANN network. An innovative approach is suggested to produce target data to reduce training time. Economic analysis with real data
showed a major reduction in the annual electricity bill of the farmhouse after adding the real-time management to the scheduling method.

Another contribution of this project is its focus on the practical examination of PV-PHS microgrids. The microgrid is tested in a laboratory environment, where real data was used in both experiments and simulations. PV power data used in this project was measured in the lab in order to evaluate the performance of the system with real PV power fluctuation in cloudy days. Weather data including evaporation, rainfall, irradiance, temperature, and wind speed were measured by a weather station installed in the place. The proposed management system was receiving forecast data from a powerful online weather service every hour for the scheduling part. Both forecast and actual data were collected at the same time to experience real forecast error with current predicting technology. Therefore, the results of this project can be an accurate prediction of real implementations.

Another very important aspect of this project is designing a variable-speed pumped hydro storage system, where both pump power and turbine flow rate are adjustable. The developed model in Chapter 3 can calculate the performance of PHS systems in a wide operation range, where it accurately calculates the losses depending on the flow rate. The designed management system in chapter 5 and Chapter 6 are able to optimise the pump power and turbine flow rate considering the power generation, demand, and the losses of storage. This model and management system provide a wider operating range which assist the pump and turbine to operate more efficiently.

Costs of the proposed energy storage system are calculated for different cases to produce a useful economic analysis for farmers to have a better understanding about the costs of implementing this system in their land. This system is cost-effective in a wide range of farmhouses with different sizes of reservoir and water well depth. The results in Section 6.4 showed that adding the turbine to the farmhouse with the proposed management system saved 90% of the annual electricity bill for the tested microgrid. The proposed idea is a very cost-effective energy storage system for farms with water wells. Capital costs limit to a turbine that has made its payback period in most cases around one year. The
results in Section 5.6 and Section 6.6 proved that any investment in this storage is highly profitable as lifetime benefits are tens of times more than capital costs.

Future work may look at the technical and economic feasibility study of the proposed system in remote areas. The proposed PHS can be used to store surplus energy in a stand-alone PV system to meet the demand when there is no sunshine. A small battery bank can also be included to assist the system during transients. Future study may also consider using the proposed real-time energy management for other configurations such as PV-Battery or Wind-PHS microgrids. The designed energy management system is capable of controlling any microgrids with energy storage systems. It uses forecast data to schedule the amount of energy that is required to be sent or received by the energy storage system. Then, it applies actual measurements to control the microgrid on real-time.
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