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Abstract

Meaningful information sharing between the sensors of a wireless sensor network (WSN) necessitates node localization, especially if the information to be shared is the location itself, such as in warehousing and information logistics. Trilateration and multilateration positioning methods can be employed in two-dimensional and three-dimensional space respectively. These methods use distance measurements and analytically estimate the target location; they suffer from decreased accuracy and computational complexity especially in the three-dimensional case. Iterative optimization methods, such as gradient descent (GD), offer an attractive alternative and enable moving target tracking as well. This chapter focuses on positioning in three dimensions using time-of-arrival (TOA) distance measurements between the target and a number of anchor nodes. For centralized localization, a GD-based algorithm is presented for localization of moving sensors in a WSN. Our proposed algorithm is based on systematically replacing anchor nodes to avoid local minima positions which result from the moving target deviating from the convex hull of the anchors. We also propose a GD-based distributed algorithm to localize a fixed target by allowing gossip between anchor nodes. Promising results are obtained in the presence of noise and link failures compared to centralized localization. Convergence factor issues are discussed, and future work is outlined.
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1. Introduction

Wireless sensor networks are used in a wide range of monitoring and control applications such as traffic monitoring, environmental monitoring of air, water, soil quality or temperature, smart factory instrumentation, and intelligent transportation. The nodes are usually small
radio-equipped low-power sensors scattered over an area or volume of a few tens of square or cubic meters, respectively. There is information sharing between sensors and for this information to be meaningful, the nodes or sensors have to be located. Although global positioning systems (GPS) achieve powerful localization, it is costly and impractical to equip each sensor in a WSN with a GPS device. Besides, in many environments such as indoors and forested zones, the GPS signal may be weak or even unavailable. This explains the vast on-going research devoted to efficient localization for WSNs.

Node information may be processed either centrally or in a distributed manner. In centralized localization, distance measurements are collected by a central processor prior to calculation. In distributed algorithms, the sensors share their information only with neighbors but possibly iteratively. Both methods face the high cost of communication, but, in general, centralized localization produces more accurate location information, whereas distributed localization offers more scalability and robustness to link failures.

Node localization relies on the measurements of distances between the nodes to be localized and a number of reference or anchor nodes. The distance measurements can be via radio frequency (RF), acoustic, or ultra-wideband (UWB) signals. Measurements that indicate distance can be time of arrival (TOA), angle of arrival (AOA), or received signal strength (RSS). TOA measurements seem to be most useful especially in low-density networks, since they are not as sensitive to inter-device distances as AOA or RSS. The TOA distance measurements usually correspond to line-of-sight (LOS) arrivals that are hampered by additive noise. The consequent measurement errors can be adequately modeled by zero-mean Gaussian noise with variance $\sigma^2$. The inclusion of a mean $\mu$ in this Gaussian model may be necessary to account for possible non-line-of-sight (NLOS) arrivals.

Accurate location information is important in almost all real-world applications of WSNs. In particular, localization in a three-dimensional (3D) space is necessary as it yields more accurate results. Trilateration and multilateration positioning methods [1] are analytical methods employed in two-dimensional (2D) and three-dimensional (3D) spaces, respectively. These methods use distance measurements to estimate the target location analytically, and suffer from poor performance, decreased accuracy, and computational complexity especially in the 3D case. More specifically, trilateration is the estimation of node location through distance measurements from three reference nodes such that the intersection of three circles is computed, thereby locating the node as shown in Figure 1. Multilateration is concerned with localization in a 3D space in which more than three reference nodes are used [2].

Practically, when distance measurements are noisy and fluctuating, localization becomes difficult. The intersection point in Figure 1 becomes an overlapped region. With this uncertainty, analytical methods become almost useless and we resort to optimization methods. Iterative optimization methods offer an attractive alternative solution to this problem. The Kalman filter, which is an iterative state estimator, can be used for node localization in case of noisy measurements. However, its computational and memory requirements may not be met adequately by the limited resources of a sensor system, subsequently resulting in poor
performance [3]. Thus, the most common iterative optimization method is the computationally efficient gradient descent algorithm, which has been widely dealt with in the literature for the 2D case [4, 5].

This chapter addresses localization in a three-dimensional space of stationary and moving wireless sensor network nodes by gradient descent methods. First, it is assumed that a central processor collects the data from the nodes. TOA measurements will be assumed throughout. An evaluation analysis of the performance of the localization algorithm considered is performed. The effect of measurement noise has also been studied. The work also investigates tracking of moving sensors and proposes a method to counteract some associated problems such as falling into local minima [6]. Second, distributed GD localization will be handled using a proposed gossip-based technique in which anchor nodes exchange data to iteratively compute the positions and gradients locally in each anchor [7]. This distributed method serves to mitigate the effects of noise and link failures.

2. Centralized gradient descent (GD) localization in 3D wireless sensor networks

2.1. Stationary node localization

Localization in 3D space is particularly important in practical applications of WSNs, but many of its aspects remain unexplored as the typical scenario for WSN localization is set up in a 2D plane [8]. In a 3D space, at least four anchor nodes are needed whose locations are known. An
The TOA distance measurement technique is assumed. TOA is the time delay between transmission at the node to be localized and reception at an anchor node. This is equal to the distance $d_i$ divided by the speed of light if either RF or UWB signals are used. The backbone of the TOA distance measurement technique is the accuracy of the arrival time estimates. This accuracy is hampered by additive noise and NLOS arrivals. The measurement errors are modeled as additive zero-mean Gaussian noise. The total additive Gaussian measurement noise will be modeled as $N(\mu, \sigma^2_{\text{NLOS}})$, where the letter $N$ denotes the normal or Gaussian distribution, $\mu$ is the mean, and $\sigma^2_{\text{NLOS}}$ is the variance, taking into account NLOS as well as LOS arrivals. The occasional inclusion of a mean accounts for the biased location estimate resulting from NLOS errors [9, 10].

To determine the TOA in asynchronous WSNs, two-way TOA measurements are used. In this method, one sensor sends a signal to another that immediately replies. The first sensor will then determine TOA as the delay between its transmission and reception divided by two [10].

Gradient descent iterative optimization in three dimensions results in slower convergence when compared to the 2D case due to tracking along an extra dimension. This is true for all iterative optimization methods. Due to limited exploration of 3D scenarios in the literature, the present work presents practical results relating to the GD localization problem in three-dimensional WSNs. The definition of an objective or error function is normally required for optimization methods whose purpose is to minimize this function to produce the optimal solution. In GD localization, the objective error function is usually defined as the sum of squared distance errors from all anchor nodes. As such, we may write the objective error function as:

$$f(p) = \sum_{i=1}^{N} \{ [(x - x_i)^2 + (y - y_i)^2 + (z - z_i)^2]^{1/2} - d_i \}^2$$  \hspace{1cm} (1)$$

and

$$d_i = c(t_i - t_o)$$  \hspace{1cm} (2)$$

where $p = [x, y, z]^T$ is the vector of unknown position coordinates $(x, y, z)$, $t_i$ is the receive time of the $i$th anchor node, $t_o$ is the transmit time of the node to be localized, $c$ is the speed of light $(= 3 \times 10^8 \text{ m/s})$, and $N$ is the number of anchor nodes. The difference $(t_i - t_o)$ is the TOA that can be measured (with measurement noise) in asynchronous WSNs as explained.

Minimization of the objective function produces the optimal solution that is the position estimate of the node to be localized. This problem is solved iteratively using GD as follows:

$$p_{k+1} = p_k - \alpha g_k$$  \hspace{1cm} (3)$$

where $p_k$ is the vector of the estimated position coordinates, $\alpha$ is the step size, and $g_k$ is the gradient of the objective function given by:
\[
g_k = \nabla f(x, y, z) = \left[ \frac{\partial f}{\partial x}, \frac{\partial f}{\partial y}, \frac{\partial f}{\partial z} \right]^T
\]  

(4)

If we define the term \( B_{k,i} \) as:

\[
B_{k,i} = \left( (x_k - x_i)^2 + (y_k - y_i)^2 + (z_k - z_i)^2 \right)^{1/2}
\]

(5)

then the three components of the gradient vector at the \( k \)th iteration will be:

\[
\frac{\partial f}{\partial x} \bigg|_{k} = \sum_{i=1}^{N} 2\{B_{k,i} - d_i\} \cdot \frac{(x_k - x_i)}{B_{k,i}}
\]

(6)

\[
\frac{\partial f}{\partial y} \bigg|_{k} = \sum_{i=1}^{N} 2\{B_{k,i} - d_i\} \cdot \frac{(y_k - y_i)}{B_{k,i}}
\]

(7)

\[
\frac{\partial f}{\partial z} \bigg|_{k} = \sum_{i=1}^{N} 2\{B_{k,i} - d_i\} \cdot \frac{(z_k - z_i)}{B_{k,i}}
\]

(8)

The initial position coordinates may be chosen to be the mean position of all anchor nodes. The required number of iterations for convergence is a tradeoff between energy consumption, which is critical to WSNs, and the degree of accuracy.

A minimum of four anchor nodes are needed to estimate position in a 3D space. The estimation accuracy increases as a function of the number of anchor nodes. Since the objective function is the sum of the squares of the differences between estimated distances and measured distances, distance measurement errors are squared, too. This problem is countered by weighting distance measurements according to their confidence to limit the effect of measurement errors on localization results [11]. So the objective function accommodating different weights may be expressed as:

\[
f(p) = \sum_{i=1}^{N} w_i \left\{ [(x - x_i)^2 + (y - y_i)^2 + (z - z_i)^2]^{1/2} - d_i \right\}^2
\]

(9)

Weighting, however, may result in sub-optimal solutions if only four anchor nodes are used. Since usually there are only a few anchors in a real WSN [12], the use of five anchor nodes is a good choice to achieve better accuracy without undue deviation from real settings.

In a 3D WSN, the error function of Eq. (1) is a 4D performance surface with a global minimum and several local minima. To avoid local minima, the gradient descent must run several times with different starting points, which is expensive computationally. To better visualize the local minima problem, localization in a 2D space is considered to enable performance surface plotting in a 3D space. Three anchors (30, 45), (80, 65), and (10, 80) are chosen with \( d_i = 32.0156, 83.2166, \) and \( 60.0000 \) corresponding to a point \( p = (10, 20) \). Then, plotting the following objective function
\[ f(p) = \sum_{i=1}^{3} \left( \frac{\left( (x - x_i)^2 + (y - y_i)^2 \right)^{1/2} - d_i^2}{C_0} \right)^{1/2} \]  

results in Figure 2 with azimuth = 90° and elevation = 0°.

The presence of a global minimum at \( p \) and a neighboring local minimum can be discerned from Figure 2. Therefore, GD search of the minimum along the performance surface often gets trapped in a local minimum especially when tracking a moving node. In the following section, a solution will be presented to solve the local minima problem in a moving sensor localization setting.

2.1.1. Simulation scenario

GD localization in a 3D WSN is simulated in MATLAB. The anchor node locations are chosen at random in a volume of 200 × 200 × 200 m³. It is assumed that the target node to be localized (whether stationary or moving) has all anchor nodes within its radio range, and that the target node lies within the convex hull of the anchors. The LOS and NLOS measurement noise is assumed to obey a normal distribution \( N(\mu, \sigma^2) \). In subsequent simulations, noisy TOA measurements are simulated by adding a random component to the exact value of the time measurement. The latter is readily computed for simulation purposes from knowledge of the exact node position to be localized, the anchor positions, and the speed of light \( c \).

![Figure 2](image-url)
2.1.2. Simulation results

We first consider four anchor nodes to localize a node of position (60, 90, 60) in the 3D space assuming that the standard deviation (SD) of the zero-mean Gaussian TOA measurement noise, the convergence factor or step size, and the number of iterations to be $SD = 0.001 \, \mu s$, $\alpha = 0.25$, and $j = 100$, respectively. The anchor positions are (10, 100, 10), (100, 90, 10), (10, 70, 100), and (100, 80, 100). Simulation results localized the target node as (60.28, 84.02, 58.65). When five anchor nodes are used, they provide an almost ideal target localization of (60.16, 89.64, 60.09). The fifth anchor position is (90, 90, 150). Figure 3 is a plot of the error function versus the number of iterations for this last case of five anchor nodes. Retaining this scenario, another node (70, 45, 60) is localized as (70.03, 45.16, 59.85). Obviously, any node within the convex hull of the anchor nodes will be almost exactly localized with five anchors.

The results of Figure 3 are repeated in Figure 4 taking into account the presence of NLOS arrivals and a greater noise standard deviation. In Figure 4, $SD = 0.002 \, \mu s$, and $\mu_{\text{NLOS}} = 0.006 \, \mu s$. A reduction in the localization process accuracy is readily noticed: The point (60, 90, 60) results in a localization of (60.35, 88.97, 59.40). It is also clear from the figure that the solution is biased due to NLOS arrivals.

The issue of energy consumption may appear to disfavor iterative methods compared to analytical methods. This is not the case, however, when the target is moving, since updating would then be must whether iterative or other methods are employed.

2.2. Moving node localization and tracking

GD can be used to track a moving target in real time. The measurement sample interval determines the measurement update rate. A bit of care is required in adjusting the sample

![Figure 3](http://dx.doi.org/10.5772/intechopen.69949)

**Figure 3.** Error function versus the number of iterations when GD localization of a stationary target in 3D space is performed using five anchor nodes. Convergence factor = 0.25, TOA measurement noise SD = 0.001 µs.
interval to avoid conflict with moving sensor velocity and motion models which may be completely unknown [9]. The moving node must provide multiple measurements to the anchors as it moves across space. It has the opportunity to reduce environment-dependent errors as it averages over space. Many computational aspects of this problem remain to be explored [10].

In Refs. [13, 14], the problem of avoiding local minima for moving sensor localization is handled by smart use of available anchors and good initialization. Although these works are also based on minimizing cost functions, they are not general GD algorithms. Moreover, these works require good initial estimation of the target location. It is therefore worthwhile to attempt achieving moving sensor localization without the need to estimate the initial moving target location. As a solution to this problem, we introduce the concept of diversity in the iterative GD localization problem.

The algorithm below is proposed in Ref. [6] to localize a moving sensor in a 3D space with the provision of local minima avoidance. The foreseen success of the proposed method is based on the idea that, as the updated position begins to wander away from the global minimum in the direction of a local minimum, it is highly probable that it will return to the right track if some anchor nodes are replaced. Anchor node replacement results in a consequent change in the performance surface shape and hence local minima positions.

Algorithm 1: Proposed GD localization of a moving sensor [6]

![Figure 4. Error function versus the number of iterations when GD localization of a stationary target in 3D space is performed using five anchor nodes. Convergence factor = 0.25, TOA measurement noise SD = 0.002 µs and \( \mu_{\text{NLOS}} = 0.006 \) µs.](image)
1. Estimate a suitable measurement sample interval or update rate.

2. Cluster available anchor nodes into sets of five nodes each. The number of resulting sets $P$ will be:

$$P = \binom{N}{5} = \frac{N!}{5!(N-5)!}$$

where $N$ is the total number of heard anchor nodes.

3. Randomly draw $M$ sets from $P$ obeying a uniform distribution.

4. Perform $M$ independent gradient descent localization procedures on the moving sensor using these $M$ sets.

5. Iterate the gradient descent algorithm up to the $L$-th update, and calculate the final $f(p)$ for each of the $M$ sets. Discard the sets that produce $f(p)$ greater than a certain threshold $\gamma$. Find the point $p$ with the minimum $f(p)$.

6. Stop the algorithm if the moving sensor tracking halts.

7. Complete the $M$ sets by randomly choosing other sets from $P$, and repeat steps 4–6 starting with the final position of $p$ that corresponds to the minimum $f(p)$.

The different parameters appearing in Algorithm 1 should be properly chosen. These are $M$, $N$, $L$, and the threshold $\gamma$. As discussed in the problem description, $N$ should not be unduly large in practical settings. Assuming that five anchors per set are involved in localization, $N$ must not be much greater especially when the WSN area or volume is limited. As for $M$, it naturally determines the computational overhead; GD localization must run $M$ times in each round of position estimation. To reduce the amount of computation to a minimum, the choice of $M$ must achieve a tradeoff between computational complexity and sufficient diversity of anchor sets in order to cancel unsuitable candidates and retain functional ones. The threshold $\gamma$ depends on the specific application and how tolerant the latter is to the final value of the error function $f(p)$. In the simulations, the moderate value of 7 m$^2$ is used as a default setting. This means that the estimated squared distance error associated with each anchor is $(7/5)$ m$^2$ on average according to Eq. (1).

As for $L$, it has been assigned the value 150 iterations in the present simulation settings, which is, however, an ad hoc value that worked for the particular settings under consideration. To ensure accurate tracking, a check on the error function of all running estimations can be performed after each certain interval (e.g. 30 iterations) and then the decision is made whether to proceed or replace the diverging sets.

Applying an iterative optimization algorithm for $M$ subsets of heard anchors, when $M$ can be as large as 20, has been implemented in Ref. [12], albeit without diversity, in the context of least median square (LMS) secure node localization in WSNs to combat localization attacks. Algorithm 1 has been inspired from Ref. [12] by adapting it to:

1. Suit the simpler iterative GD localization algorithm with the aim of local minima avoidance rather than secure localization.
2. Repeat itself with diversity to avoid divergence due to local minima as the target moves along its path.

A final remark concerns the communication overhead; the proposed algorithm does not add to the communication complexity. With each iteration, and after the sensing has been achieved, only one broadcast (communication) of the distance measurement is enough from each of the $N$ anchors. It is in the fusion center that the various combinations of $P$ are sorted out and their associated computations performed.

2.2.1. Simulation results

In the following scenarios, a moving node is tracked and localized. We assume five anchor nodes since this offers the best estimation accuracy. We first illustrate GD tracking of a node moving along a helical path (Figure 5). The three dimensions representing the moving target location are given by:

$$
x = r \cos \theta \\
y = r \sin \theta \\
z = k \theta
$$

The angle $\theta$ is continuously increasing and $r$ and $k$ are constants. Figure 5 shows the moving node helical path and its GD track for values of $\theta$ varying from zero to $2\pi$, together with the anchor positions shown as small circles. The anchors are assumed to be in the radio range of the helical trajectory. The constant values $r$ and $k$ are 40 and 20, respectively. Noise-free distance measurements are assumed throughout.

![Figure 5. Target node tracking along a helical path.](image)
Next, and to better illustrate the proposed algorithm in Ref. [6] for moving target tracking, and
the effect of the various inherent parameter values, a straight line path segment is considered.
The details are outlined in the following steps:

a. A target node is moving 0.5 m in each of the three \(x\), \(y\), and \(z\) axes in each of 200 steps,
which gives a true track distance of 100 m/dimension. The true track is illustrated by the
straight line in Figure 6. The estimated track begins with an initial point of (50, 50, 50) and
converges to the true track for a while but then deviates from it due to the local minima
associated with this problem. This deviation is shown clearly in Figure 6.

b. The same scenario is repeated except that the track is divided into two segments. The first
segment uses the same previous anchor nodes. In the second segment, the anchor nodes
have been changed in an attempt to avoid the local minimum and resume tracking the
true path. Figure 7 shows the corrected tracking behavior and the new set of anchor
nodes.

c. The proposed method of Algorithm 1 is applied with \(N = 7\) resulting in \(P = 21\), that is,
seven anchor nodes are clustered in 21 sets of five anchor nodes each. \(M\) is chosen to be
equal to 10 and \(L\) equal to 150. The threshold is chosen as \(\gamma = 7\). At the 150th update, the
final \(f(p)\) is calculated for each of the 10 sets. The sets that produce an error function
greater than 7 are discarded, and other sets from the remaining 11 sets are chosen to
complete the 10 sets starting with the final position of \(p\) that corresponds to the minimum
\(f(p)\). Iterative computations are continued for another 150 updates and the optimum set is

![Figure 6. Tracking of a moving sensor in 3D space using iterative GD with initial point (50, 50, 50) and a fixed set of anchor nodes. Convergence factor = 0.1.](image-url)
Figure 7. Two-segment true path and track of a moving sensor in 3D space using iterative GD. Initial point is (50, 50, 50). Convergence factor = 0.1.

Figure 8. GD tracking of a moving sensor using the proposed algorithm. Initial point is (50, 50, 50). Convergence factor = 0.1.
also found by inspecting the localized point that results in the minimum final \( f(p) \). The true and estimated tracks are shown in Figure 8. Simulations show that the optimum set of anchor nodes in the first segment (150 iterations) is different from that of the second segment and no local minimum deviation is noticed.

It is worth noting that in the second segment, the first segment unsuccessful sets can be replaced in a deterministic manner rather than randomly, since one would then have an idea of the location of the moving target. This is especially convenient for WSNs with widely scattered sensors, where sets with nodes that are distant from the moving target and that are likely to contribute to poor localization can be discarded.

Future work may consider introducing distance-measurement noise and studying its effect on the performance of the proposed algorithm. In that case, the final \( f(p) \) may not be enough indication of the validity of any certain set of anchors due to noisy measurements. So averaging \( f(p) \) of the last 10 iterations of each segment of the estimated path, and for all \( M \) running sets, may be considered to obtain a more accurate comparison and a judicious subsequent selection of sets.

3. Distributed gradient descent (GD) localization in 3D wireless sensor networks

In Ref. [7], the authors propose a distributed GD localization method that is robust against node and link failures. The computation of sums is inherent in the GD localization problem and can therefore be made distributed by applying gossip-based distributed summing or averaging algorithms.

It can be seen from Eqs. ((1), (6)–(8)) that, there are four \( N \)-term sums that have to be computed in each iteration of the GD localization algorithm. For each of the four sums, each set of variables that constitute each of the \( N \) terms is resident in one of the \( N \) anchor nodes. This set of variables includes the current tracked or estimated position, the corresponding distance measurement and the location of the anchor node itself. This readily implies the possibility of computing each of the four sums in a distributed manner by sharing information (gossiping) among the anchor nodes. Upon completion of the distributed averaging or summing task, each anchor will possess an estimated value of all four sums, and then Eq. (3) can be computed in each anchor to obtain the estimated position of the node to be localized. This whole process is repeated in each iteration of the GD localization algorithm.

The averaging or summing problem is the building block for solving many complex problems in signal processing. Gossip algorithms [15] are a class of randomized algorithms that solve the averaging problem through a sequence of pairwise averages. In our case, the communicating or gossiping nodes are the anchors, and we assume they are within transmission range of each other. Therefore, a simple gossip-based synchronous averaging protocol called the push-sum (PS) distributed algorithm [15, 16] is used for this application.
3.1. The push-sum gossip-based distributed averaging algorithm

The PS algorithm is iterative and not exact. Therefore, every anchor node will obtain an estimate of the sums that differ slightly from that of the other anchors. The gossipping anchor nodes are assumed to work synchronously. The term “iteration” will be preserved for the GD time step, whereas the term “round” or “PS round” will used to indicate the PS time step. The total number of rounds will be designated as T. With every round t, a weight $\omega(i)$ is assigned to each node $i$, and initialized to $\omega(i) = 1/N$, where N is the number of anchors. Likewise, a sum $s(i)$ is initialized to $s(i) = x(i)$, where $x(i)$ is the resident summation element in node i. For round $t = 0$, each node $i$ sends the pair [$s(i)$, $\omega(i)$] to itself, and in each of the remaining rounds $t = 1,\ldots,T$, node $i$ follows the protocol of Algorithm 2:

Algorithm 2: The push-sum algorithm \{Pushsum($x_i$)\} [15, 16]

**Input:** $N$ and $T$

1. **Initialization:** $t = 0$, $s(i) = x(i)$ and $\omega(i) = 1/N$ for $i = 1, \ldots, N$.

2. **Repeat.**

3. Designate {$\hat{s}(r)$, $\hat{\omega}(r)$} as the set of all pairs sent to node $i$ at round $t-1$.

4. Compute $s(i) \equiv \sum_r \hat{s}(r)$ and $\omega(i) \equiv \sum_r \hat{\omega}(r)$.

5. At each node $i$, a target node $f(i)$ is chosen uniformly at random.

6. The pair [0.5 $s(i)$, 0.5 $\omega(i)$] is sent to target nodes $f(i)$ and node $i$ (the sending node itself).

7. [$s(i)/\omega(i)$] is the estimate of the sum at round $t$ and node $i$.

8. $t = t + 1$.

9. **until** $t = T$.

**Output:**

$[s(i)/\omega(i)]$ is the sum at round $t$ and node $i$.

$$\sum_{i=1}^{N} \omega(i) = 1 \quad \text{and} \quad \sum_{i=1}^{N} s(i) = \text{the sum, at all rounds } t.$$  

The number of steps $T$ needed such that the relative error in Algorithm 2 is less than $\varepsilon$ with probability at least $(1 - \delta)$ is of order:

$$T(\delta, N, \varepsilon) = O\left(\log_2 N + \log_2 \frac{1}{\varepsilon} + \log_2 \frac{1}{\delta}\right) \quad (12)$$

where $T$ is also referred to as the diffusion speed of the uniform gossip algorithm [15].

3.2. Distributed GD localization in WSNs

The PS distributed averaging method of Algorithm 2 is considered as scalar version. It can be extended to a vector version [17] where nodes (anchors) exchange vector messages that are
summed up element-wise. This concept readily conforms to our proposed distributed GD localization method in which we have to compute four sums in each iteration as in Eqs. (1), (6)–(8)).

At the $k$th iteration and in the $i$th anchor node, there reside $f(p_k)|_{x} \frac{\partial f}{\partial x}|_k,i$, $f(p_k)|_{y} \frac{\partial f}{\partial y}|_k,i$ and $f(p_k)|_{z} \frac{\partial f}{\partial z}|_k,i$ which can be considered the four elements of the vector.

The core idea of our distributed GD localization algorithm is that, for each outer gradient iteration, a series of inner rounds reach consensus on each of the four $N$-term sums.

### 3.2.1. Simulation results

The GD localization problem in a 3D space is simulated in MATLAB as in Ref. [7]. Four anchor node locations are chosen in a volume of $100 \times 100 \times 100$ m$^3$. It is assumed that the target node to be localized has all anchors within its radio range. The same four anchors given in the simulation results of Section 2 are used. The targeted node is $(60, 90, 60)$. Error-free TOA measurements are assumed, and centralized localization is first performed with $N = 4$, $\alpha = 0.25$ and $p_0 = (50, 50, 50)$. After 100 iterations, it is found that the error function is 0.748 and the localized point is $(60.1, 84.1, 58.8)$ which is very close to the targeted node.

Treating the order in Eq. (12) as an exact value, we set the number of rounds of the PS algorithm (Algorithm 2), $T$, for a number of nodes $N$, equal to

$$T = \log_2 \left( \frac{N}{\delta \varepsilon} \right)$$  \hspace{1cm} (13)

Note that $\delta \varepsilon = 2^{-12}$ is obtained when we set $\delta = \varepsilon = 2^{-6} = 0.0157$. Substituting these values in Eq. (13), we find that $T = 14$ PS rounds when $N = 4$. Clearly, this implies that we may expect a relative error $\varepsilon \leq 0.0157$ with probability higher than 0.9843 in the PS algorithm. The final accuracy in the estimated localization corresponds to the accuracy level $\varepsilon$ set in the PS algorithm [16]. Thus, from such estimated values of $\varepsilon$ and $(1 - \delta)$, it can be deduced that the accuracy of our distributed localization algorithm is almost equivalent to that of centralized GD localization in the absence of noise and link failures.

Distributed algorithms are robust against network failures, or, typically, link failures. The latter arise due to many reasons such as channel congestions, message collisions, moving nodes, or dynamic topology [18]. Link failures can be modeled by the absence of a bidirectional connection between two nodes. All nodes operate in synchronism. At each time step, some percentage of the links between anchor nodes is randomly removed. The missing links may differ every time step since they are programmed to be randomly chosen, but their number remains fixed for each run of the code, and ensemble averaging over 100 trials is performed in each run. Figure 9 demonstrates the robustness of the proposed distributed algorithm. Even if we lose up to 50% of the links in every time step, the algorithm is still comparatively accurate. This is illustrated by Figure 9a and b which are plots of the error function versus iteration number in the presence of link failures. For $N = 4$, the number of available links is 6, and losing three (50%) of which results in a final localized target point of (59.8, 82.8, 58.4) with an error function of 0.9 when $\alpha = 0.25$ [7].
Figure 9. (a) Error function versus iteration number for centralized and proposed distributed GD localization for different cases of link failure conditions, $\alpha = 0.25$. (b) A close view of Figure 9a demonstrating the comparative performance of the different centralized and proposed distributed localization algorithms.
For the purpose of comparison with centralized GD localization, we find that one link failure (25% of available links) isolates the corresponding node from the fusion center, and we have only three anchors to compute the target position, though randomly chosen in every time step. After ensemble averaging, the localized point is (60.1, 82.4, 58.6) and the error function is 1.0, again when \( \alpha = 0.25 \). This accuracy and in fact, even slightly better is achieved with the distributed scenario of four anchors and three link failures (50% of available links), which clearly shows the advantage of our proposed distributed localization algorithm over its centralized counterpart. The only disadvantage is that in every iteration, we must allow for a delay of 14 PS rounds (T).

The simulations are repeated for noisy TOA measurements as shown in Figure 10. Gaussian measurement noise with zero-mean accounting for LOS arrivals only is assumed, and the SD is chosen to be 0.5 ns. This results in a distance error of 15 cm when UWB signals are used for sensing. The resulting plots are noticeably noisier than those of Figure 9, but are obviously interpreted in the same way as the noise-free cases. That is, the proposed distributed algorithm with three link failures (50% of links) performs better than the centralized algorithm with one link failure (25% of links) [7].

4. Step size considerations

The fixed step size in this work should be chosen carefully; a too large step size would affect the performance advantage of the proposed distributed localization algorithm as well as the
centralized one, whereas a small step size would increase the error function. It is worth mentioning that there are instances in the literature on distributed GD localization algorithms where only the optimal step size is computed in a distributed manner [19, 20] rather than the GD sums in the present work. In Refs. [19, 20], the optimization of the step size in each iteration depends on the node positions and gradients. The optimization method is called the Barzilai-Borwein or simply BB method [21], in which the step size is updated at each iteration using the estimated target position and gradient vectors of the current and past time iterations.

The BB method cannot be applied successfully to our distributed GD localization under consideration [7], that is, by updating $\alpha$ at each iteration and in each anchor. Applying the BB method yields favorable results that are superior to those with fixed step size only in the cases of centralized localization, and distributed localization in the absence of link failures which is an ideal situation not found in practice. The reason is obvious since, in our work, the gradient components are found through gossiping among anchors and become, therefore, greatly affected in case of link failures causing the BB method to result in pronounced sub-optimality in the computation of $\alpha$ at each iteration and in each anchor. This conclusion was arrived at in Ref. [22], where the above situation was simulated and the BB method tested when applied to GD localization in WSNs. Linearly-varying step sizes are shown in Ref. [22] to have the best performance, as they do not involve gradient computations.

5. Recapitulation and future trends

The problem of sensor localization in a 3D space by the method of gradient descent has been investigated and solutions are presented to some impediments that are associated with the moving sensor case, namely, the local minima problem [6]. The proposed method considers all possible combinations of a certain chosen number of anchor nodes from a larger set of available anchors. The foreseen success of the proposed method stems from the fact that a deviating estimated path toward a local minimum is almost certain to return to the right track if some anchor nodes are replaced. This is true since anchor node replacement entails a change of the shape of the performance surface along with different local minima positions. The anchor nodes placement is made uniformly random as the true track of the moving sensor to be localized is unpredictable, and it is performed periodically. The simulation results demonstrate the success of this method. The advantage gained is at the expense of increased computational requirements, and the proposed method also necessitates faster data processing in order to perform accurate moving sensor localization in real time.

In Ref. [7], the GD localization algorithm in WSNs in a 3D space was combined with PS gossip-based algorithms to implement a distributed GD localization algorithm. The main idea is to compute the necessary sums by inter-anchor gossip. The method compared favorably with the centralized version as regards convergence, accuracy, and resilience against noise and link failures. Our simulation results demonstrate that centralized processing with four anchors
and one link failure (25% of the links) introduce a localization error comparable to (and even slightly greater than) that introduced by the proposed distributed processing method with three link failures (50% of the links). This is achieved when the number of PS rounds is suitably selected.

Despite the inevitable degradation of performance in case of noisy TOA measurements, the proposed distributed method retains its advantages over centralized processing with proper selection of the GD step size and number of PS rounds. It is therefore evident that resort to distributed techniques such as the proposed distributed GD localization algorithm [7] ensures robustness against link failures even in the presence of noisy TOA measurements, eliminates the need for a computationally-demanding central processor, and avoids a possible communication bottleneck at or near the fusion center [10].

As a future trend, compressive sensing (CS) or random sampling can be implemented to track a moving node in a centralized WSN using the iterative GD algorithm resulting in remarkable energy efficiency with tolerable error [23]. Moreover, an efficient approach for (pseudo-) random sampling via chaotic sequences that has first appeared in Ref. [24] could initiate further investigation of CS concepts via chaos theory and the possibility of their application to WSN moving node tracking.
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