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ABSTRACT The ever-increasing number of diverse and computation-intensive Internet of things (IoT) applications is bringing phenomenal growth in global Internet traffic. Mobile devices with limited resource capacity (i.e., computation and storage resources) and battery lifetime are experiencing technical challenges to satisfy the task requirements. Mobile edge computing (MEC) integrated with IoT applications offloads computation-intensive tasks to the MEC servers at the network edge. This technique shows remarkable potential in reducing energy consumption and delay. Furthermore, caching popular task input data at the edge servers reduces duplicate content transmission, which eventually saves associated energy and time. However, the offloaded tasks are exposed to multiple users and vulnerable to malicious attacks and eavesdropping. Therefore, the assignment of security services to the offloaded tasks is a major requirement to ensure confidentiality and privacy. In this article, we propose a green and secure MEC technique combining caching, cooperative task offloading, and security service assignment for IoT networks. The study not only investigates the synergy between energy and security issues, but also offloads IoT tasks to the edge servers without violating delay requirements. A resource-constrained optimization model is formulated, which minimizes the overall cost combining energy consumption and probable security-breach cost. We also develop a two-stage heuristic algorithm and find an acceptable solution in polynomial time. Simulation results prove that the proposed technique achieves notable improvement over other existing strategies.

INDEX TERMS Caching, energy, IoT, mobile edge computing, security.

I. INTRODUCTION Internet of Things (IoT) is an integrated platform connecting hundreds of wireless sensors, smart meters, electronic equipment, and mobile devices [1]. These IoT entities collect, share, and transfer data to network nodes and connected devices for further processing.

In recent years, the remarkable advancements in IoT and wireless networks [2]–[4] have emerged as a solution for ubiquitous connectivity and intelligent data transfer. IoT applications contribute to a number of sectors, including smart healthcare, autonomous vehicles, industrial automation, monitoring ambient environment, and so on [1], [5]. The value of the IoT market is expected to outreach $8.9 trillion by 2020 [6].

These computation intensive IoT applications have created enormous workloads on the existing networking systems [7]. The bandwidth-greedy and delay-sensitive tasks for IoT applications not only result in excessive energy demand, but also cause significant environmental consequences [2]. Mobile devices with limited battery capacity and computational resources are not suitable to address such computing demand [4], [8]. Globally, the number of per day battery replacements is anticipated to be 913 million considering three-year battery lifetime [9]. The IoT services also put forward diverse quality of experience (QoE) requirements, including, but not limited to, low latency, intensive computation capability, and high data rate [10], [11]. Therefore, industries, researchers, and policy makers are constantly looking for high-performing, cost-effective, and energy-efficient strategies for IoT applications.

Conventionally, cloud computing is considered for offloading and remote execution of computing tasks [12]. This is because the migration of tasks to the cloud servers can overcome the limitations in computation capability and battery lifespan of the user devices [4], [12]. However, the long distance between the users and the cloud servers is a major problem in adapting cloud-based services. Offloading of the
IoT tasks to the cloud servers not only causes backhaul congestion, but also fails to meet the delay requirements of the applications. Hence, cloud computing can not provide best services to the IoT systems [11].

To confront these technical requirements, mobile edge computing (MEC) has been introduced as an efficient solution for task offloading [11]–[13]. MEC achieves low transmission delay compared to cloud computing by reducing the distance between the servers and end users [11]. In MEC, mobile devices can send their computation-intensive tasks to the MEC servers placed at the network edge. This strategy not only reduces the task computation time, but also overcomes the problem related to limited battery capacity of the mobile devices [4]. Computation offloading at different edge nodes can reduce the task latency as well as communication load [14]. Furthermore, optimal allocation of the computational resources also exhibits significant potential to reduce energy consumption while maintaining latency requirements [15].

By 2025, the number of IoT connected devices will be 75.44 billion [16]. As a result, thousands of computation-intensive IoT applications will require uninterrupted connectivity and high-data rate. Conventional approaches are not efficient to fulfill these requirements. Thus, MEC is anticipated as a key solution in designing low-latency and energy-efficient solutions for IoT task offloading [5], [12].

In IoT systems, a number of users often request for the offloading of the same data and similar tasks to the MEC servers [10], [17]. The repeatedly requested tasks are expected to be generated from diverse IoT applications including smart vehicles, e-health services, interactive gaming, smart homes, industrial monitoring, and virtual reality applications [17]–[19]. Caching popular IoT data items at the network edge can play an important role in reducing the duplicate content transmission [3], [20]. Edge caching significantly improves the efficiency of the content delivery and task offloading by reducing not only the latency, but also the energy consumption [4], [21]. On the other hand, edge servers with computing and caching resources consume a considerable amount of energy [4], [22]. Besides, the tasks are diverse in terms of content popularity, input data size, and computational complexity [2], [18]. Therefore, smart management of the IoT systems with caching and computing resources is crucial for achieving energy savings and simultaneously fulfilling the QoE requirements.

Privacy and security concerns of the offloaded tasks are major threats in MEC [13], [23]. The MEC servers, which are located at the network edge, are in close proximity to the attackers and vulnerable to hostile attacks [24]. Furthermore, the security protections at the edge nodes are less stringent because of the limited computational capability compared to the cloud servers [23]. IoT applications deal with different types of confidential information [1], [25]. Potential security breach can lead to system failures and cause life threatening consequences for the end users [26], [27]. The security requirements of different applications are also diverse in terms of authentication, confidentiality, and integrity process [1], [26]. However, the preventive services for security threats inevitably originate computation overheads and lead to additional computing delay and energy consumption [23], [24]. Therefore, in IoT task offloading, addressing these conflicting issues simultaneously is a major research challenge.

In this study, we design a green and secure task offloading technique for IoT systems. The proposed model explores caching, cooperation among the base stations (BSs), and security service provisioning to achieve energy savings and reduce probable security-breach cost. The optimal allocation of the IoT tasks to the MEC servers ensures faster task execution. However, the offloaded tasks are vulnerable to malicious attacks and eavesdropping. Optimal allocation of the security services to the offloaded tasks is a must to accomplish robust security protection. Nonetheless, the security services also cause overheads in terms of energy and delay. Therefore, the problem statement of this research is developed as: designing a novel MEC technique for green and secure task offloading in IoT networks by exploiting caching, cooperation, and security service assignment. Whereas, the strategy not only reduces energy consumption and probable security-breach cost, but also optimally allocates offloaded tasks and maintains delay requirements. In this article, we introduce an optimization model and solve the research problem.

The key contributions of this study are summarized as follows.

- We introduce a green and secure task offloading technique for MEC in IoT networks. The designed system model incorporates caching, cooperation among the MEC servers, and security requirements of the tasks to improve system performance.
- The proposed MEC technique is formulated as a constrained non-linear program (NLP) optimization problem, which reduces both energy consumption and probable security damage. Then, we convert the NLP into an integer linear program (ILP). The proposed model also maintains delay threshold and optimally allocates tasks for caching and computing at the MEC servers.
- To reduce the complexity of the solution procedure, we decompose the optimization model into two subproblems and develop a two-stage heuristic algorithm. The proposed heuristic achieves a sub-optimal solution in polynomial time.
- We also analyze the system performance of our introduced technique and compare them with existing solutions [4], [5], [13], [28]. The system performance is measured in terms of energy consumption, probable security-breach cost, and average delay. Numerical results show that our proposed technique achieves significant energy savings and reduction in probable security-breach costs compared to other techniques.

The remainder of this article is as follows. Section II highlights the existing studies on MEC. In Section III, we provide...
a comprehensive description of the proposed system model for IoT networks and introduce different system parameters. Section IV designs an optimization problem combining caching, cooperative task offloading, and security issues. A two-stage heuristic algorithm is developed in Section V to solve the optimization problem in polynomial time. In Section VI, we illustrate the system performance and prove the effectiveness of the proposed MEC technique. Finally, Section VII provides the concluding remarks.

II. RELATED WORK
In recent years, a flurry of research has focused on the remote execution of computational tasks at the network edge. This section provides a brief outline of the existing studies in the field of MEC.

A. ENERGY-EFFICIENT AND LATENCY-CRITICAL MEC
MEC has emerged as a key technology to overcome the problems related to limited battery capacity and computational resources of the mobile devices [11]–[13]. In [29], the authors explained the role of MEC and identified energy consumption and latency as the prime performance indicators for task offloading.

A partial offloading scheme for computational tasks is designed in [30] to exploit both cloud computing and MEC for latency-critical IoT applications. Kherraf et al. [31] developed an optimized strategy for edge server placement and workload allocation. The research determined the minimum number and probable locations of the edge servers to reduce the overall expenditure without violating the delay requirements. Although these studies achieved significant latency reduction, the energy related issues were not addressed.

In [32], the authors introduced a reinforcement learning based energy-aware autonomous technique for the collaboration of edge devices. A reward based model is also proposed to encourage user participation, which further improved the performance gain. An architecture combining energy harvesting IoT sensors and MEC servers was developed in [33]. The study optimally allocated network edge resources and achieved energy savings, which eventually improved the lifetime of the IoT sensors.

Cheng et al. [11] proposed a virtual machine allocation and computation offloading scheme for remote users. The authors considered unmanned aerial vehicle assisted edge servers for MEC and utilized deep-reinforcement learning. The authors in [34] introduced an adaptive technique and optimally offloaded the tasks at the edge servers and clouds.

Balasubramanian et al. [35] investigated the mobility management perspectives of MEC and developed a novel architecture to ensure smooth handovers in different network slices of a 5G-IoT network. The proposed model ensured subscription-based network connections and not only improved packet delivery ratio, but also achieved latency requirements. Sun et al. [36] also designed a mobility management technique by combining Lyapunov optimization and multi-armed bandits theory for seamless handover and task offloading. The proposed framework reduced delay without exceeding energy budget.

Zhang et al. [12] exploited multi-access heterogeneous networks and designed a low-complexity three-stage solution process for the problem. The aforementioned strategies investigated the concerns related to task execution delay and energy consumption. However, these schemes did not explore the potential of cooperative task offloading and security aspects at the edge nodes.

B. COOPERATION AMONG THE EDGE SERVERS IN MEC
Cooperative computation offloading achieved further improvement in energy savings [5] and latency reduction [37]. Fan and Ansari [37] designed an application-aware scheme for IoT task offloading at the edge cloudlets. The study cooperatively allocated the network resources based on the QoE demands and decreased the average response time. Misra and Saha [5] jointly optimized task computation, resource allocation, and path selection for fog computing based IoT applications. The study considered software defined rule-capacity and not only achieved energy savings, but also decreased average delay.

In [28], the authors introduced the concept of fair cooperation to encourage the owners participation in fog computing. The fog nodes shared a specific portion of their computation resources and optimized both service time and energy cost. Guo et al. [8] presented a task offloading strategy to reduce the energy consumption and execution time of the offloaded tasks in ultradense IoT networks. Nonetheless, the potential of edge caching was not investigated in these works.

C. COLLABORATION OF MEC AND CACHING
Caching frequently requested information at the network edge is an effective measure to reduce the duplicate content transmission [20], [21]. The joint utilization of MEC and caching can significantly reduce the energy requirement [4] and task execution time [3].

In [2], an iterative algorithm is introduced for energy-efficient caching and MEC without degrading delay requirements. The algorithm combined optimal caching and computing to achieve an acceptable solution within lower time span over other techniques. A centralized framework for MEC and caching is proposed in [3], which jointly optimized computation and spectrum resources to reduce overall latency of the system.

In [39], the authors proposed a mobility-aware strategy incorporating caching and MEC for heterogeneous networks. They investigated the impact of content diversity, backhaul capacity, and user mobility on the network throughput and achieved significant performance gain. Tan et al. [40] also introduced a framework combining MEC and caching based on deep Q-learning. The mobility-aware approach not only optimally allocated network resources, but also decreased system cost.

Hao et al. [4] explored energy-efficient approach for task offloading and caching. They reduced energy consumption at
TABLE 1. Summary of existing and proposed mobile edge computing techniques.

<table>
<thead>
<tr>
<th>Research Work</th>
<th>Delay</th>
<th>Energy</th>
<th>Cooperation</th>
<th>Security</th>
<th>Caching</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ning et al. [30]</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mishra et al. [34], Cheng et al. [11]</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Fan et al. [37], Kheerat et al. [31]</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>Jiang et al. [26], Eldengy et al. [13]</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>Chen et al. [38]</td>
<td></td>
<td>✓</td>
<td></td>
<td></td>
<td>✓</td>
</tr>
<tr>
<td>Zhang et al. [3]</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Liu et al. [2], Hao et al. [4]</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mista et al. [5], Dong et al. [28]</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>Proposed technique</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
</tbody>
</table>

the user devices for a MEC system with constrained storage and computation resources. Chen et al. [38] utilized software-defined networking for cooperative computing and caching. The framework optimized spectrum, caching, and computing resources for energy-efficient solution and decreased the cost of network usage. However, the studies did not consider probable security threats and confidentiality of the offloaded tasks.

D. SECURITY ASPECTS IN MEC

The computation-intensive tasks, which are offloaded to the MEC servers, are prone to security breach [23], [27]. Security services adopted at the edge nodes also cause energy and latency overheads [13]. Therefore, the optimization of the security defense techniques is a topic of prior interest in MEC.

In [13], the authors utilized a cryptographic technique for the security of the offloaded tasks and developed an optimal strategy for computation offloading and resource allocation. Jiang et al. [26] designed a dynamic programming based scheduling policy for security-critical tasks. The authors considered different cryptographic algorithms and assigned security services for the tasks based on their requirements. The study achieved considerable energy savings while maintaining latency and security requirements.

He et al. [27] scrutinized the security aspects of IoT and MEC. The study also developed a low-cost and novel technique to control the security services of different applications. The authors in [41] proposed different models to reduce the risk of failures at IoT nodes. The integrated approach not only minimized traffic power, but also ensured reliability of the cloud-based network. A joint approach combining radio resource provisioning, security enhancement, and MEC is proposed in [42]. The authors reduced execution delay subject to physical layer security and energy budget conditions. However, most of these studies did not consider caching while investigating security issues in MEC.

E. NOVELTY OF THIS WORK

Table 1 summarizes the state-of-the-art research in mobile edge computing and compares the proposed technique with existing works. Most of these studies reduced either energy consumption or associated delay in MEC. Some of these works also considered caching and cooperation between the nodes. Although few studies considered security requirements as a constraint in MEC, the probable security risk was not optimized in any of them. Furthermore, none of these studies jointly investigated caching, cooperation, and security issues in MEC for IoT applications. In this article, we optimize the assignment of computing, storage, and security resources to reduce the energy consumption and probable security risk without violating the delay requirements.

III. SYSTEM MODEL

In this section, we introduce a green and secure model for MEC and caching in an IoT network. The proposed model comprises system overview, communication model, computation model, caching model, and security model. The brief description of the system model is as follows.

A. SYSTEM OVERVIEW

Fig. 1 presents a network comprising a number of BSs at the edge nodes, multiple subscribers, and mobile devices. Each of the BSs possesses an MEC server with finite computation and storage capacity. The set of the edge nodes is represented as $N = \{1, 2, 3, \ldots, n, \ldots, N\}$. These edge nodes receive offloading requests through the respective BSs and execute the tasks at the connected MEC servers. These nodes also collaborate with other nodes to share the network resources and minimize caching redundancy. The computing and caching capacity of an edge node ($n$-th node) is defined by $F_n$ and $C_n$, respectively.

The internet subscribers are connected to the nearest edge node and the set of the user equipment (UE) in the $n$-th node is denoted as $U_n = \{U_1, U_2, \ldots, U_{k,n}, \ldots, U_{K,n}\}$. $U_{k,n}$ represents the $k$-th user device, which is connected to the edge node $n$. Every user device $U_{k,n}$ is defined as a 2-tuple $[\vartheta_{k,n}^l, P_{k,n}]$. $\vartheta_{k,n}^l$ and $P_{k,n}$ represent the computation capability and the transmission power of $U_{k,n}$, respectively.

The user devices utilize network resources for task computation, and some of the popular tasks are repeatedly requested by multiple users. The set of the computation tasks considered in this model is $T = \{t_1, t_2, \ldots, t_l\}$. Each
of these computation tasks has specific requirements to be executed [4], [26]. A task $t_i$ is defined as $\{\delta_i, \omega_i, \mu_i, \rho_i\}$. $\delta_i$ denotes the input data size, $\omega_i$ is the computational requirement for task completion, $\mu_i$ represents the task deadline, and $\rho_i$ is the expected security level protection.

### B. COMMUNICATION MODEL

In this model, we consider orthogonal spectrum allocation for the users to avoid the interference effect, and each UE is assigned one channel [12]. The uplink transmission rate [4] of the UE $U_{k,n}$ to the edge node $n$ is expressed as

$$R_{k,n} = B \log_2 \left(1 + \frac{P_{k,n} g_{k,n}}{\sigma^2}\right)$$  \hspace{1cm} (1)

where $B$, $g_{k,n}$, and $\sigma^2$ denote the channel bandwidth, transmission channel gain, and noise power, respectively. For simplicity, we consider constant channel gain [4] and noise power [2], [3]. The bandwidth is identical for all the channels connecting the users to the BSs [12].

The output data size of the executed task is very small compared to the input data size and the corresponding downlink data rate is greater than the uplink data rate [4]. Therefore, similar to the existing studies [5], [13], we ignore the download time and energy of the output data.

### C. COMPUTATION

In this model, a task can be either executed locally at the mobile devices or offloaded to any of the edge nodes [2], [5]. The overheads related to task execution are calculated as execution latency and energy consumption [2], [5].

- **Local Computing**

  The execution latency and energy consumption to process the task $t_i$ at the UE $U_{k,n}$ is

  $$d_{Loc}^{\text{Loc}}_{i,k,n} = \frac{\omega_i}{\theta_{k,n}}$$  \hspace{1cm} (2)

  and

  $$E_{Loc}^{\text{Loc}}_{i,k,n} = \epsilon (\theta_{k,n}^l)^2 \omega_i$$  \hspace{1cm} (3)

  where $\theta_{k,n}^l$ is the computing capacity of the mobile device and $\epsilon (\theta_{k,n}^l)^2$ is the consumed energy in every computation cycle. The energy coefficient $\epsilon$ depends on the device chip architecture and $\epsilon = 10^{-25}$ [4].

- **Edge Computing**

  In MEC, the computing task is offloaded to the connected edge node using a wireless channel. The time required to offload the task $t_i$ of user device $U_{k,n}$ to the edge node $n$ is expressed as

  $$d_{Off}^{\text{Off}}_{i,k,n} = \frac{\delta_i}{R_{n,k}}$$  \hspace{1cm} (4)

  Associated energy consumption for task offloading is

  $$E_{i,k,n}^{\text{Off}} = P_{k,n} \frac{\delta_i}{R_{n,k}}$$  \hspace{1cm} (5)

  In contrast to most of the existing studies [2], [4], [13], while calculating energy consumption, we consider not only the mobile devices, but also the MEC servers. Furthermore, in this model, the edge nodes work cooperatively.

  If the task $t_i$ of the UE $U_{k,n}$ is executed at the edge node $m$, the task propagation time from $n$ to $m$ [43] is expressed as

  $$d_{Pr}^{\text{Pr}}_{i,n,m} = \delta_i \theta_{n,m}$$  \hspace{1cm} (6)
where \( \theta_{n,m} \) is the time to transmit per unit content and \( \theta_{n,m} = \theta_0 \gamma_{n,m} + \theta_1 \). Similar to the existing studies, we consider that \( \theta_{n,m} \) is linearly proportional to the distance as the content requires more time to travel a longer distance [37], [44]. \( \gamma_{n,m} \) represents the distance between the nodes \( n \) and \( m \), while \( \theta_0 \) and \( \theta_1 \) are the linear coefficients [44].

According to well-established energy proportional model, the transmission energy linearly depends on data size and delivery distance [38], [45]. Energy required to transfer the task from node \( n \) to node \( m \) is expressed as

\[
E_{i,n,m}^{Tr} = \delta_i \gamma_{n,m} P_{Tr}
\]

where \( P_{Tr} \) is the energy coefficient between two edge nodes, which is fixed for a specific link [38], [45].

The task execution time and energy consumption for task \( t_i \), which is executed at the edge node \( m \), are as follows

\[
d_{i,m}^{Ex} = \frac{\omega_{i}}{\vartheta_{m}}
\]

and

\[
E_{i,m}^{Ex} = \epsilon_{i}(\vartheta_{m})^2 \omega_{i}
\]

where \( \vartheta_{m} \) represents the allocated computation frequency by the node \( m \) to each of the executed tasks. \( \epsilon_{i} \) is the energy coefficient of the MEC server. According to existing study [12], MEC servers are energy-efficient compared to mobile devices. In this study, we consider \( \epsilon_{i} = 10^{-26} \) [2].

**D. CACHING**

In this model, we consider task caching, which denotes that the input data of the executable task is stored at the MEC server [2]. When the mobile device requests the edge node for task offloading, the MEC server checks whether the task data is cached at the MEC server or any of the nearby servers. If the task is cached, the mobile device can save the time for offloading delay and propagation delay. Associated energy consumption is also reduced by caching. After executing the tasks at the designated MEC server, the output result is forwarded to the user device. However, the caching capability of a MEC server is constraint and all the requested tasks cannot be cached at the servers. The caching capacity of a MEC server at node \( n \) is represented as \( C_n \).

Although different users request for diverse task offloading, the popular tasks are requested by a number of users. Consequently, the caching of a popular task reduces repeated data transmission and network overheads. The probability that task \( t_i \) is requested by an user connected to the edge node \( n \) is represented as \( p_{n_i}^{0} \), where \( 0 < p_{n_i}^{0} < 1 \) and \( \sum_{i=1}^{L} p_{n_i}^{0} = 1 \).

The consumed energy at the MEC server for task caching is proportional to the stored data size [38]. Hence, the energy consumption at node \( n \) for caching task \( t_i \) is

\[
E_{i,n}^{Ca} = \delta_i P_{Ca} T
\]

where \( P_{Ca} \) and \( T \) denote caching power density and caching duration, respectively.

**E. SECURITY**

The offloaded tasks at the MEC servers are vulnerable to malicious attacks, eavesdropping, and spoofing [26]. The tasks also have different security requirements [27]. Hence, different cryptographic algorithms are used for data encryption and decryption in MEC [13]. Along with the strength and robustness of security protection algorithm, the energy and delay overheads increase significantly [26]. On the other hand, the preventive measures can not stop 100% security breach. Therefore, the quantification of the security risk is a major challenge in designing optimization strategies.

In this model, we define different cryptographic algorithms as different security levels [26]. The offloaded tasks are encrypted and decrypted at the user devices and MEC servers, respectively [13]. This process is computationally expensive and causes associated overheads (e.g., delay, energy) [13], [26]. If this encryption-decryption process is more stringent, the overheads are higher. On the other hand, different applications have different requirements, such as industrial monitoring applications are more security sensitive compared to interactive gaming.

The set of security protection levels is defined as \( S = \{s_1, s_2, \ldots, s_i, \ldots, s_L\} \). In this study, security protection level \( (s_i) \) represents the robustness of the designated cryptographic algorithm. If there are \( L \) number of cryptographic algorithms, then the algorithms with minimum and maximum robustness are denoted as \( s_1 = 1 \) and \( s_L = L \), respectively [24], [26]. Other algorithms are also defined accordingly. Moreover, the associated overheads (e.g., delay, energy) for these cryptographic algorithms are already determined in previous studies [24], [26]. Associated time and energy overheads of \( s_i \) are represented as \( \alpha_{i} \) (in ms/MB) and \( \beta_{i} \) (in J/MB), respectively.

The probable security breach cost of task \( t_i \) having security protection \( s_i \) is expressed as

\[
\psi_{i} = \begin{cases} 1 - e^{-(\varrho_{i} - \eta_{i})}, & \text{if } s_i < \rho_i \\ 0, & \text{if } s_i \geq \rho_i \end{cases}
\]

where \( \rho_{i} \) defines the expected security level of task \( t_i \).

According to this model, the security breach cost exists for a task, which does not achieve expected security protection. Otherwise, this cost is zero. This security breach cost represents the vulnerability of the offloaded task to malicious attacks or eavesdropping when the expected protection is not achieved [26].

**IV. PROBLEM FORMULATION AND TRANSFORMATION**

In this section, we design an ILP model and jointly optimize energy consumption and security breach cost while maintaining delay conditions.

The proposed model is based on following considerations.

- The users are connected to the nearest BSs.
- All the BSs with MEC servers are under a single administrative domain and the geographical position of the users are known.
The tasks can be offloaded to the host edge-node or any of the neighboring MEC servers.

- The link capacity is constrained, and \( \Gamma_{n,m} \) denotes the bidirectional link-capacity between edge node \( n \) and \( m \).

Although the execution of a task at an edge node reduces the energy cost of mobile devices, it can cause security breach or violate delay condition. Furthermore, the caching of a frequently requested task over a less popular task can alleviate network traffic and reduce both energy cost and delay. In this article, our proposed model optimally caches popular

The caching variable for task \( t_i \) at node \( n \) is defined as

\[
x^{t_i}_n = \begin{cases} 1, & \text{if node } n \text{ caches input data } (\delta_i) \text{ of task } t_i \\ 0, & \text{otherwise} \end{cases} \tag{12}
\]

When task \( t_i \) of user device \( U_{k,n} \) is executed at the MEC server of node \( m \), the decision variable is expressed as

\[
y^{i,k}_{n,m} = \begin{cases} 1, & \text{if task } t_i \text{ of } U_{k,n} \text{ is executed at node } m \\ 0, & \text{otherwise} \end{cases} \tag{13}
\]

For task \( t_i \), the selection of security protection level \( s_l \) is defined by the binary variable

\[
z^j_l = \begin{cases} 1, & \text{when } s_l \text{ is selected for task } t_i \\ 0, & \text{otherwise} \end{cases} \tag{14}
\]

According to the previous section, when an offloaded task is cached at the MEC server, the offloading delay and propagation delay can be reduced. Therefore, the delay expression for computing and caching of task \( t_i \) of UE \( U_{k,n} \) is written as

\[
D^C_{i,k,n} = \sum_{m=1}^{N} y^{i,k}_{n,m} \left( (1 - x^m_i) (d^{\text{Off}}_{i,k,n} + d^{\text{Pr}}_{i,n,m}) + d^{\text{Fx}}_{i,m} \right) \tag{15}
\]

The delay overhead for security protection of task \( t_i \) of UE \( U_{k,n} \) is

\[
D^S_{i,k,n} = \sum_{m=1}^{N} y^{i,k}_{n,m} \sum_{j=1}^{L} z^j_l \alpha_j \delta_i \tag{16}
\]

Similarly, the corresponding expressions for energy consumption are

\[
E^C_{i,k,n} = \sum_{m=1}^{N} y^{i,k}_{n,m} \left( (1 - x^m_i) (E^{\text{Off}}_{i,k,n} + E^{\text{Pr}}_{i,n,m}) + E^{\text{Fx}}_{i,m} \right) \tag{17}
\]

and

\[
E^S_{i,k,n} = \sum_{m=1}^{N} y^{i,k}_{n,m} \sum_{j=1}^{L} z^j_l \beta_j \delta_i \tag{18}
\]

If we also consider the local execution of IoT tasks, delay and energy expressions for task \( t_i \) of UE \( U_{k,n} \) can be expressed as

\[
D_{i,k,n} = \left( 1 - \sum_{m=1}^{N} y^{i,k}_{n,m} \right) d^{\text{Loc}}_{i,k,n} + D^C_{i,k,n} + D^S_{i,k,n} \tag{19}
\]

and

\[
E_{i,k,n} = \left( 1 - \sum_{m=1}^{N} y^{i,k}_{n,m} \right) E^{\text{Loc}}_{i,k,n} + E^C_{i,k,n} + E^S_{i,k,n} \tag{20}
\]

Therefore, the overall energy consumption for task caching, offloading, and security services is

\[
E = \sum_{i=1}^{I} \sum_{n=1}^{N} \left( E^C_{i,n} + \sum_{k=1}^{K} p^k_i E_{i,k,n} \right) \tag{21}
\]

Probable security breach cost for the edge computing of task \( t_i \) of UE \( U_{k,n} \) is

\[
\psi_{i,k,n} = \sum_{m=1}^{N} \sum_{n,m=1}^{L} p^k_i \psi^j_{i,m} \tag{22}
\]

Hence, the overall security breach cost is

\[
\psi = \sum_{i=1}^{I} \sum_{n=1}^{N} \sum_{k=1}^{K} p^k_i \sum_{l=1}^{L} \psi^j_{i,m} \tag{23}
\]

The total cost of the IoT system is quantified as a combination of the energy consumption and security breach cost. To formulate the joint optimization problem, the overall cost is formulated as

\[
\phi = \eta E + (1 - \eta) \psi \tag{24}
\]

where \( \eta \) is the weighting parameter, which investigates the trade-off in between the energy consumption and security breach cost. When \( \eta \) is higher, the system provides more emphasis on energy over security and vice versa. \( \eta \) varies from 0 to 1 based on operators’ requirements.

Before considering the energy consumption and probable security cost in the joint optimization problem, we normalize these parameters [21] because their units are different.

In this article, the optimization problem is modeled as

\[
\text{minimize } \phi \quad \text{subject to } D_{i,k,n} \leq \mu_i, \quad \forall t_i \in \mathcal{T}, \quad \forall U_{k,n} \in \mathcal{U}_n, \quad \forall n \in \mathcal{N} \tag{25}
\]

\[
\sum_{i=1}^{I} x^i_n \delta_i \leq C_n, \quad \forall n \in \mathcal{N} \tag{26}
\]

\[
\sum_{m=1}^{N} y^{i,k}_{n,m} \leq 1, \quad \forall t_i \in \mathcal{T}, \quad \forall U_{k,n} \in \mathcal{U}_n, \quad \forall n \in \mathcal{N} \tag{27}
\]

\[
\sum_{l=1}^{L} z^j_l = 1, \quad \forall t_i \in \mathcal{T} \tag{28}
\]

\[
\sum_{i=1}^{I} \sum_{n=1}^{N} \sum_{k=1}^{K} y^{i,k}_{n,m} \psi^j_{i,m} \leq F_m, \quad \forall m \in \mathcal{M} \tag{29}
\]

\[
\sum_{i=1}^{I} \sum_{n=1}^{N} \sum_{k=1}^{K} y^{i,k}_{n,m} (1 - x^m_i) \delta_i \leq \Gamma_{n,m}, \quad \forall n, m \in \mathcal{N} \tag{30}
\]

Here, the delay condition for all the tasks is maintained by constraint (26). Constraint (27) bounds the input data
size of the cached tasks. According to constraint (28), to avoid redundancy, a specific task of a particular subscriber is not offloaded to more than one MEC server. Similarly, constraint (29) guarantees that each of the tasks are assigned a specific security protection service. Constraint (30) denotes that the total amount of computation offloaded to an edge node is limited by the computing capacity of the node. According to constraint (31), the data rate of task propagation from one node to the other can not exceed the link capacity.

The proposed optimization model is an NLP. This is because the energy and delay expressions in (15) - (18) and constraint (31) have quadratic terms. Optimization problems of this category are computationally expensive and solved by heuristics based on relaxations and approximations. Nonetheless, we transform this NLP into an ILP and solve the problem using an ILP solver. This solution is utilized as a benchmark to quantify the acceptance of the heuristics.

We consider two binary decision variables \( w_{i,n,m}^{j,k} \) and \( q_{i,n,m}^{j,k,l} \) for the ILP transformation. The associated constraints are defined as follows

\[
\begin{align*}
    w_{i,n,m}^{j,k} & \leq 1 - x_i^m, \quad \forall t_i \in T, \forall U_{k,n} \in U_n, \forall n, m \in N \\
    w_{i,n,m}^{j,k} & \leq y_i^{j,k}, \quad \forall t_i \in T, \forall U_{k,n} \in U_n, \forall n, m \in N \\
    y_i^{j,k} & - x_i^m \leq w_{i,n,m}^{j,k}, \quad \forall t_i \in T, \forall U_{k,n} \in U_n, \forall n, m \in N \\
    d_{i,n,m}^{j,k,l} & \leq z_i^l, \quad \forall t_i \in T, \forall U_{k,n} \in U_n, \forall n, m \in N, \forall s_j \in S \\
    d_{i,n,m}^{j,k,l} & \leq y_i^{j,k}, \quad \forall t_i \in T, \forall U_{k,n} \in U_n, \forall n, m \in N, \forall s_j \in S \\
    z_i^l + y_i^{j,k} - 1 & \leq d_{i,n,m}^{j,k,l}, \quad \forall t_i \in T, \forall U_{k,n} \in U_n, \forall n, m \in N, \forall s_j \in S
\end{align*}
\]

and

\[
\begin{align*}
    q_{i,n,m}^{j,k,l} & \leq z_i^l, \quad \forall t_i \in T, \forall U_{k,n} \in U_n, \forall n, m \in N, \forall s_j \in S
\end{align*}
\]

Therefore, delay and energy expressions in (15) - (18) are transformed into following equations

\[
\begin{align*}
    D_{i,k,n}^C & = \sum_{m=1}^{N} \left\{ w_{i,n,m}^{j,k} (d_{i,n,m}^{Off} + d_{i,n,m}^{Pr}) + y_i^{j,k} d_{i,n,m}^{Ex} \right\} \tag{34} \\
    D_{i,k,n}^S & = \sum_{m=1}^{N} \sum_{l=1}^{L} q_{i,n,m}^{j,k,l} a_l \delta_i \tag{35} \\
    E_{i,k,n}^C & = \sum_{m=1}^{N} \left\{ w_{i,n,m}^{j,k} (E_{i,n,m}^{Off} + E_{i,n,m}^{Pr}) + y_i^{j,k} E_{i,n,m}^{Ex} \right\} \tag{36} \\
    E_{i,k,n}^S & = \sum_{m=1}^{N} \sum_{l=1}^{L} q_{i,n,m}^{j,k,l} b_l \delta_i \tag{37}
\end{align*}
\]

The constraint in (31) is rewritten as

\[
\sum_{l=1}^{L} \sum_{k=1}^{K} w_{i,n,m}^{j,k} \delta_i \leq \Gamma_{n,m}, \quad \forall n, m \in N
\]  

Thus, the optimization problem in (25) is updated into an ILP. In this article, IBM ILOG CPLEX Optimization Studio is used to solve the ILP problem. Nonetheless, the computation time to achieve an acceptable solution depends on the input parameters. Therefore, it is difficult to solve the problem involving a large number of servers and users within practical time. In the following section, we propose a two-stage heuristic solution to overcome this limitation and achieve an acceptable solution within a reasonable time limit.

V. A TWO-STAGE HEURISTIC SOLUTION

In this section, we decompose the proposed model into two sub-problems, which are successively solved to achieve an acceptable solution in polynomial time. The first stage of the heuristic solves the caching and computing problem. Then, in the second stage, we assign security protections to the offloaded tasks based on the solution of the first stage.

A. CACHING AND COMPUTING PROBLEM

The caching and computing problem investigates the optimal allocation of the resources at the MEC servers. We select the tasks for caching and MEC considering the energy consumption and delay requirements. In this part, we do not investigate the security requirements and consider the security components as zero. Thus, in equations (19) and (20) respectively \( D_{i,k,n}^C = 0 \) and \( E_{i,k,n}^C = 0 \). We also relax the binary decision variables \( x_i^n, y_i^{j,k}, w_{i,n,m}^{j,k} \) and convert the ILP into a linear programming (LP) model.

The caching and computing problem is relaxed as

\[
\begin{align*}
    \text{minimize} \quad & E_{x,y,w} \\
    \text{subject to} \quad & (26)-(28), (30), (32), (38), \text{and} \\
    & x_i^n, y_i^{j,k}, w_{i,n,m}^{j,k} \in [0, 1] \tag{40}
\end{align*}
\]

In Algorithm (1), we present the relaxation and rounding based solution for the caching and computing problem. First, we relax the binary variables and solve the LP problem. If the model is feasible, we get the solutions for the variables in float data type. Otherwise, the system will return error message. After that, we sort the caching variable \( \{x_i^n\} \) in descending order and convert into \( \{X_i^n\} \) (Line 6). This is because, a higher value of \( \{x_i^n\} \) is expected to represent a more suitable task \( t_i \) for caching. Next, we consider the caching capacity constraint and assign binary values to \( \{X_i^n\} \) (Line 7-15). We consider 0.5 as a benchmark to convert the variables from float to binary and assign the caching variables accordingly (Line 16).

In the following part of the algorithm, we consider \( \{y_i^{j,k}\} \) as a known parameter and solve the problem LP2, which considers both \( \{y_i^{j,k}\} \) and \( \{w_{i,n,m}^{j,k}\} \) as float type variables (Line 18-20). If LP2 is feasible, we extract the solution and set flag to zero. We sort the values in \( \{y_i^{j,k}\} \) and convert into \( \{Y_i^{j,k}\} \). Then, the rounding procedure in Algorithm 2 is utilized to convert \( \{Y_i^{j,k}\} \) and \( \{w_{i,n,m}^{j,k}\} \) into binary values.

In Algorithm 2, the rounding procedure also uses 0.5 as a benchmark for the conversion and checks the computation offloading constraint in (30). Eventually, the value of \( \{Y_i^{j,k}\} \)
Algorithm 1 Caching and Computing Based on Relaxation and Rounding

1: Relax the binary variables \( x^n_i, y^{i,k}_{n,m}, w^{i,k}_{n,m}, \forall i \in \mathcal{T}, \forall U_{k,n} \in \mathcal{U}_n, \) and \( \forall n, m \in \mathcal{N} \)
2: Solve the LP problem

\[
LP_1 : \text{minimize } E \\
\text{subject to (26)-(28), (30), (32), and (38)}
\]
3: if LP1 is feasible then
4:   Obtain the solution
5: else
6:   Return error
7: end if
8: Sort the caching variable (\( x^n_i \)) in descending order and convert into \( X^n_i \)
9: for \( n = 1 \) to \( N \) do
10:   for \( i = 1 \) to \( I \) do
11:     if \( (X^n_i \geq 0.5) \) and \( (\sum_{l=1}^{L} X^n_i \delta_l \leq C_N) \) then
12:       \( X^n_i \leftarrow 1 \)
13:     else
14:       \( X^n_i \leftarrow 0 \)
15:     end if
16:   end for
17: end for
18: Update \( x^n_i \) from \( X^n_i \)
19: while flag=1 do
20:   Set the value of \( x^n_i \) and consider \( y^{i,k}_{n,m}, w^{i,k}_{n,m} \in [0,1] \)
21: end for
22: Solve the LP problem

\[
LP_2 : \text{minimize } E \\
\text{subject to (26),(28),(30), (32), and (38)}
\]
23: if LP2 is feasible then
24:   Obtain the solution and flag \( \leftarrow 0 \)
25: end if
26: Sort the task offloading variable (\( y^{i,k}_{n,m} \)) in descending order for different tasks and convert into \( Y^{i,k}_{n,m} \)
27: Transform \( Y^{i,k}_{n,m} \) and \( W^{i,k}_{n,m} \) into binary values according to Rounding procedure
28: Update \( y^{i,k}_{n,m} \) and \( w^{i,k}_{n,m} \) from \( Y^{i,k}_{n,m} \) and \( W^{i,k}_{n,m} \)
29: Calculate energy and delay for all the tasks.
30: else
31:   Convert next element in \( X^n_i \) \( \leftarrow 1 \)
32:   if \( (\sum_{l=1}^{L} X^n_i \delta_l \leq C_N) \) then
33:     Update \( x^n_i \)
34:   else
35:     Return error
36:     break
37: end if
38: end if
39: end while

Algorithm 2 Rounding Procedure

1: procedure Rounding
2: for \( n = 1 \) to \( N \) do
3:   for \( m = 1 \) to \( M \) do
4:     for \( k = 1 \) to \( K \) do
5:       for \( i = 1 \) to \( I \) do
6:         if \( (Y^{i,k}_{n,m} \geq 0.5) \) and constraint (30) upholds then
7:         \( Y^{i,k}_{n,m} \leftarrow 1 \)
8:         \( W^{i,k}_{n,m} \leftarrow Y^{i,k}_{n,m} (1 - \delta_i) \)
9:         if constraint (38) is violated then
10:         \( Y^{i,k}_{n,m} \leftarrow 0 \)
11:         end if
12:       else
13:         \( Y^{i,k}_{n,m} \leftarrow 0 \)
14:       end if
15:     end for
16:   end for
17: end for
18: end procedure

If LP2 is not feasible, we consider following tasks in the sorted list of \( (X^n_i) \) and cache the tasks. Then, the process is repeated until we successfully find an acceptable solution. Otherwise, the system returns error.

B. SECURITY SERVICE ASSIGNMENT PROBLEM

The security service assignment problem investigates which security level protection should be assigned to an offloaded task at the MEC server, subject to that the offloading decisions have been made. In Algorithm 2, we assign the security services to minimize the probable security breach cost and energy consumption. The delay condition is also strictly maintained.

First, we calculate the probable security breach costs, associated overheads, and overall cost \( (\phi_{i,l}^s) \) for all the tasks and possible security services (Line 3-6). Then, we choose the security protection service \( l \) for all the tasks considering the minimum value of \( (\phi_{i,l}^s) \) and initialize the associated variable to 1 (Line 8).

In the following step, we evaluate the associated delay \( (D_{l,i,n}) \) for every task and check the delay condition (Line 13-14). If any of these offloaded tasks violates the delay requirement, we update the minimum value of \( (\phi_{i,l}^s) \) while maintaining delay requirements. The associated security protection level is labeled as \( l \) and the security service assignment is completed (Line 17-21).

Finally, we calculate energy consumption \( (E) \), security breach cost \( (\psi) \), and overall cost \( (\phi) \) for the system.

C. POLYNOMIAL TIME COMPLEXITY

This section presents the polynomial time complexity of the two-stage heuristic solution.
Algorithm 3 Security Service Assignment

1. for $i = 1$ to $l$
2.    for $l = 1$ to $L$
3.        Calculate $\psi_i^l$ from equation (11)
4.        Determine delay overhead, $D_i^l = \alpha l \delta_i$
5.        Determine energy overhead, $E_i^l = \beta l \delta_i$
6.        Evaluate $\phi_i S_l = \eta E_i S_l + (1 - \eta) \psi_i^l$
7.    end for
8.    Choose the security protection $l'$ for task $t_i$ with minimum value of $\phi_i S_l$ and assign $z_i^l \leftarrow 1$
9. end for
10. for $n = 1$ to $N$
11.    for $k = 1$ to $K$
12.        for $i = 1$ to $l$
13.            Calculate the associated delay $D_{i,k,n}$ from equation (34)
14.            if $(D_{i,k,n} > \mu_i)$ then
15.                Choose the security protection $l'$ for task $t_i$ with minimum value of $\{\phi_i S_l\}$, which satisfies the delay condition in equation (26).
16.                for $l = 1$ to $L$
17.                    if $l = l'$ then
18.                        $z_i^l \leftarrow 1$
19.                    else
20.                        $z_i^l \leftarrow 0$
21.                    end if
22.                end for
23.            end if
24.        end for
25.    end for
26. end for
27. Calculate $E$, $\psi$, and $\phi$ from equations (21), (23), and (24)

In Algorithm 1, first, we solve the LP1 optimization problem. The solution of such an LP model is achieved in polynomial time [46]. Then, the sorting procedure has a computational complexity of $O(I \log I)$ and the complexity for $N$ number of edge nodes is $O(N I \log I)$. The following steps converting the caching variable into the binary format involves two for loops. This conversion has a complexity of $O(NI)$. The LP2 optimization problem also has polynomial-time complexity. The sorting of the task offloading variable possesses a computational complexity of $O(N^2 K I \log I)$. Complexity of the following steps involving rounding and binary conversion is $O(N^2 K I)$. Therefore, the solution for the caching and computing problem can be achieved in polynomial time.

In Algorithm 2, the steps calculating the cost functions and selecting security protection for every task have the computational complexity of $O(L)$. Hence, the complexity involving these steps (Line 1-9) is $O(2IL)$. The following part of the algorithm has three for loops and the step choosing security protection (Line 15) has computational complexity of $O(L)$. The next steps select security protections among $L$ security levels and the corresponding complexity is also $O(L)$.

Therefore, the overall complexity of the security service assignment involving the above mentioned for loops is $O(2NIKL) \approx O(NKIL)$.

Eventually, it is evident that, the proposed two-stage heuristic algorithm can be solved in polynomial-time.

VI. SIMULATION RESULTS AND DISCUSSION

In this section, we investigate the system performance of the proposed MEC technique and validate the effectiveness of the technique over existing models. The system performance is measured in terms of energy consumption, probable security breach cost, average delay, and task offloading percentage. In the first part of this section, we describe the simulation settings. Then we provide the numerical results and discussions.

We consider a small-scale network with six edge nodes, which is presented in Fig. 2. Each of these nodes possesses a BS with an MEC server, and the coverage area of a node is $200 \text{ m} \times 200 \text{ m}$ [3]. The users are evenly distributed and connected to the nearest BS. The user devices offload tasks to the BSs using wireless channel. The channel gain is defined as $g_{k,n} = 127 + 30 \log b_{k,n}$, where $b_{k,n}$ is the distance (in km) between the edge node $n$ and user device $U_{k,n}$ [4].

In this article, the user tasks are generated based on uniform distribution [12] and the task popularity follows Zipf probability distribution with a skewness parameter of 0.56 [3]. The linear coefficients for content transmission delay are chosen...
TABLE 3. Cryptographic algorithms for security protection.

<table>
<thead>
<tr>
<th>Cryptographic algorithms</th>
<th>Security level, s</th>
<th>Energy, ( \beta ) (J/MB)</th>
<th>Delay, ( \alpha ) (ms/MB)</th>
</tr>
</thead>
<tbody>
<tr>
<td>RC4</td>
<td>1</td>
<td>2.02</td>
<td>6.30</td>
</tr>
<tr>
<td>RC5</td>
<td>2</td>
<td>4.03</td>
<td>12.50</td>
</tr>
<tr>
<td>Blowfish</td>
<td>3</td>
<td>5.47</td>
<td>17.00</td>
</tr>
<tr>
<td>IDEA</td>
<td>4</td>
<td>6.28</td>
<td>19.6</td>
</tr>
<tr>
<td>SKIPJACK</td>
<td>5</td>
<td>6.97</td>
<td>21.7</td>
</tr>
</tbody>
</table>

as \( \theta_0 = 5 \text{ ms/km} \) and \( \theta_1 = 22.3 \text{ ms} \) [37]. We consider \( \eta = 0.2 \) as a default value for the trade-off coefficient and provide more emphasis on security over energy. However, we also consider two other values of \( \eta \) (0.1 and 0.5) and highlight their impact. The summary of the key simulation parameters are presented in Table 2. The simulation parameters carry these default values, unless mentioned otherwise.

To assign security protections based on the requirements of the offloaded tasks, we consider five different cryptographic algorithms [26], [50]. These algorithms can be categorized according to their security strengths. However, the energy and delay overheads usually increase with an upsurge in security strength. In Table 3, we summarize diverse levels of security strength and associated overheads for different security protection algorithm.

In this article, we compare the performance of our proposed MEC system with the following strategies presented in the existing literature.

- **Task caching and offloading (TCO) technique:**
  This method [4] utilizes task caching along with MEC. The popular tasks are cached at the BSs and energy critical tasks are offloaded to the nearest MEC servers. However, the study does not consider cooperation between the BSs and security aspects of task offloading.

- **Cooperative mobile edge computing (CMEC) technique:**
  In this approach [5], [28], the MEC servers connected to different nodes work collectively. The most suitable MEC server offloads the task of an user considering associated delay and energy consumption. Nonetheless, the potential of task caching and the security breach issues of the offloaded tasks are not investigated.

- **Secure task offloading (STO) technique:**
  The security aspects of the offloaded tasks are addressed in this model [13]. The model utilizes cryptographic algorithm for data encryption and decryption of an offloaded task. However, the STO technique neither considers the collective operation of the edge servers nor caching. Moreover, the technique does not address...
different security requirements of the offloaded tasks and the security breach cost.

In contrast to the aforementioned techniques, we not only reduce energy consumption, but also decrease probable security breach cost while maintaining delay requirements of the IoT applications.

In this article, we have generated the results using IBM ILOG CPLEX optimization studio and MATLAB R 2016b. The simulations are conducted on a PC with Intel(R) Core i5 3.8 GHz processor and 16 GB RAM. The simulations are run for 50 times and the average values are taken as numerical results.

Fig. 3 presents the energy consumption for different MEC techniques with respect to diverse system parameters. The STO technique has maximum energy consumption because it utilizes neither caching nor cooperation of the MEC servers. Furthermore, this technique also experiences energy overhead because of the security algorithm. The energy consumption in the CMEC technique is further improved because the MEC servers are operated collectively. Although the TCO technique does not consider cooperation among the MEC servers, it utilizes caching and saves the transmission energy required for the cached-task input data. However, our proposed technique explores both caching and cooperation in MEC. Therefore, the energy consumption decreases significantly, in spite of the energy overheads caused by the security services. The energy savings achieved in the proposed technique is evident in Fig. 3.

Fig. 3(a) shows that the energy consumption decreases with an upraise in the computation capacity of the MEC server, which varies from 12 GHz to 20 GHz. This is because a higher computation capacity allows more tasks to be offloaded at the MEC servers, which provides faster and energy-efficient task execution.

According to Fig. 3(b), the energy consumption increases with the number of the user devices, while the computing capacity remains constant. The MEC servers with finite capacity can not offload all the tasks when more user devices are in the network. Hence, a large portion of the tasks are executed locally and energy consumption increases.

From Fig. 3(c), we observe that the energy consumption increases when the average computations per task is higher. This is because the MEC servers with a fixed computation capacity offloads lower number of user tasks with higher computation requirements. As a result, the number of the locally executed tasks increases. If the computation requirement is smaller, then more tasks are executed at the edge and significant energy savings is achieved.
In Fig. 3(d), we show the energy consumption for changing input data size for different tasks. The energy consumption is higher when the data size increases because it requires more energy to transmit and offload the tasks to the MEC servers.

Fig. 4 shows the probable security-breach cost for the MEC techniques discussed in this article. The TCO technique and the CMEC technique do not consider the security aspects of MEC. Therefore, in both techniques, the offloaded tasks are prone to malicious attacks and the probable security breach cost is high. The STO technique achieves significant reduction in probable security-breach cost because it adopts cryptographic algorithm for security protections. However, this technique does not consider specific security requirements of different tasks. Our proposed MEC model performs best and achieves significant reduction in probable security-breach cost compared to the STO technique.

In Fig. 4(a), we present the probable security-breach cost for changing computation capacity of the MEC server. An increase in the computation capacity offloads more tasks to the MEC servers. On the other hand, the offloaded tasks are vulnerable to eavesdropping and malicious attacks. Therefore, the probable security-breach cost increases when computation capacity is higher.

Fig. 4(b) shows that the probable security-breach cost decreases when number of user devices increase. In this scenario, the computation capacity remains constant. If the number of user devices is high, the MEC servers have more options to choose for task offloading. Then the finite computation capacity is utilized to offload less vulnerable tasks and more vulnerable tasks are executed locally. In this model, local execution does not have probable security-breach cost. Hence, this cost is lower for a system with more user devices while the capacity of the MEC servers remains fixed.

We present the impact of the average computations per task on the probable security-breach cost in Fig. 4(c). When the value of the average computations is small, the MEC servers can offload more tasks. Therefore, the probable security-breac cost is higher. This cost does not vary significantly because the security overheads are mainly dependent on the data size, not on the computation requirement.

According to Fig. 4(d), the probable security-breach cost is higher when average input data size increases. This is because the increase in the data size not only causes delay, but also introduces energy overheads. Therefore, for some of the offloaded tasks, the system compromises stringent security protection to meet delay requirements and achieve energy savings.

In Fig. 5, average delay is presented as a function of different system parameters. Fig. 5(a) shows that the delay reduces sharply with increasing computation capacity. When the computing capacity increases from 12 GHz to 20 GHz, the delay reduces by 12%. Higher computation capacity enables more tasks to be offloaded at the MEC server and ensures faster execution. On the other hand, when computation capacity is fixed, an increase in the number of user devices does not allow to offload the additional tasks. Hence, those tasks are executed locally and increases average delay. For 16 GHz computation capacity, the upsurge in the number of user devices from 80 to 120 increases average delay by 8%.

From Fig. 5(b), we observe that average delay increases when either average computations per task or average input data size increases. As the average input data size for IoT tasks is small, the changes in average delay with respect to average computations is significantly dominant compared to the changes regarding input data size.

Fig. 6 shows the joint impact of computation capacity and the number of user devices on task offloading. MEC servers with higher computation capacity accommodates more tasks and increases the percentage of the offloaded tasks. An improvement in computation capacity from 12 GHz to 20 GHz upraises the task offloading percentage from 29% to 45% for a system with 80 user devices connected to each node. When the number of user devices become 100, the task offloading percentage declines to 22% and 31% for 12 GHz and 20 GHz computation capacity, respectively. This is because the servers with limited capacity cannot offload the tasks of the additional user devices.

In this article, the trade-off coefficient ($\eta$) is varied as 0.1, 0.2, and 0.5. These three values represent extremely
secure, highly secure, and moderately secure conditions, respectively. When $\eta$ possesses a low magnitude, the system shows more sensitivity to the security issues compared to energy consumption. Fig. 7 shows that an increase in the magnitude of $\eta$ compromises security concerns and achieves further energy savings. Similarly, in Fig. 8, it is evident that the probable security-breach cost upraises when $\eta$ increases. Stringent security can be achieved by reducing $\eta$ and sacrificing energy efficiency. This observation remains valid for different computation capacity and the number of user devices.

In Fig. 9 and Fig. 10, we compare the simulation outcomes of the heuristic solution with the ILP solution. Fig. 9(a) and Fig. 9(b) present that, similar to the ILP solution, the energy consumption declines and the probable-security breach cost upraises with increasing computation capacity. However, the heuristic solution is marginally high compared to the ILP solution and the difference varies within 3% to 6%.

From Fig. 10(a) and Fig. 10(b), we observe that an increase in the number of user devices escalates the energy consumption and drops the probable security-breach cost. This remark upholds for both the ILP and the heuristic solution. The heuristic solution attains 2% to 5% higher value compared to the ILP solution and the difference varies within an acceptable range, and the heuristic can be utilized to solve the optimization problem in polynomial time.

In Table 4, we present the summary of the numerical results and compare our proposed technique with the existing methods [4], [5], [13], [28]. Among the existing MEC techniques, the TCO technique is the best in terms of energy-efficiency and the STO technique performs best according to security aspects. For the default simulation parameters, our proposed technique reduces energy consumption by 8% and probable polynomial-time solutions for a larger scenario. On the other hand, ultra dense wireless networks are expected to have up to 1 million users per km$^2$. In this study, we consider 0.04km$^2$ coverage area for every BS. Hence, 40,000 mobile devices under the coverage area of a BS is equivalent to 1 million users per km$^2$. To show the effectiveness of our proposed strategy in ultra dense scenario, we present energy consumption and probable security breach cost with respect to the number of user devices per BS in Fig. 11. The energy consumption cost increases exponentially with increasing user devices. The security breach cost decreases because the MEC servers have more options to choose less vulnerable tasks. These results are consistent with our previous results in Fig. 3 and Fig. 4.
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security-breach cost by 60% compared to the TCO technique. On the other hand, in comparison with the STO technique, our proposed model achieves 15% energy savings and 18% savings in probable security-breach cost.

In this study, our proposed model and other comparing methods consider static-geographical positions of the user devices. If user mobility is taken into account, the associated overheads will be higher because of caching and computing redundancy. Therefore, the integration of the mobility management into these studies will improve the performance gain further. Compared to other methods, the proposed model is more suitable to incorporate mobility management. This is because our model considers the cooperation between the edge nodes, which is ignored in most of the existing studies. Hence, the inclusion of mobility management into our model is expected to achieve further improvement in terms of energy savings and probable security-breach cost. We look forward to address this in our future work.

VII. CONCLUSION

In this article, we designed an MEC technique for IoT applications based on the security and energy related issues. The proposed model combines caching, cooperative task offloading, and security services assignment to achieve not only stringent security protection, but also energy savings. We developed a constrained optimization model, which reduced the overall cost combining probable security-breach cost and energy consumption. Furthermore, a heuristic solution is designed to solve the optimization problem in polynomial time. Numerical results present that our proposed model can reduce the probable security-breach cost up to 60% and energy consumption up to 15% compared to the current MEC techniques. In the future, we will explore the mobility management and incentive mechanisms for security services in MEC with caching facilities.
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