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ABSTRACT

Driven by environmental protection, economic factors, conservation of energy resources, and technical challenges, the microgrid has emerged as an innovative small-scale power generation network. Microgrids consist of a cluster of Distributed Generation units that encompass a portion of an electric power distribution system and may rely on different energy sources. Functionally, the microgrid is required to provide adequate levels and quality of power to meet load demands. The issue of power quality is significant as it directly affects the characteristics of the microgrid’s operation. This problem can be defined as an occurrence of short to long periods of inadequate or unstable power outputs by the microgrid. In a stand-alone operation mode, the system voltage and frequency must be established by the microgrid, otherwise the system will collapse due to the variety in the microgrid component characteristics. The harmonic distortion of the output power waveforms is also a serious problem that often occurs because of the high speed operation of the converter switches. The long transient period is a critical issue that is usually caused by changing the operation mode or the load demand. Power sharing among the Distributed Generation units is also an important matter for sharing the load appropriately, particularly given that some renewable energy resources are not available continuously. In a utility connected microgrid, the reliable power quality mainly depends on the regulation of both active and reactive power, because the microgrid’s behaviour is mostly dominated by the bulk power system. Therefore, an optimal power control strategy is proposed in this thesis to improve the quality of the power supply in a microgrid scenario. This controller comprises an inner current control loop and an outer power control loop based on a synchronous reference frame and conventional PI regulators. The power control loop can operate in two modes: voltage-frequency power control mode and active-reactive power control mode. Particle Swarm Optimisation is an intelligent searching algorithm that is applied here for real-time self-tuning of the power control parameters. The voltage-frequency power controller is proposed for an inverter-based Distributed Generation unit in an autonomous operation mode. The results show satisfactory system voltage and frequency,
high dynamic response, and an acceptable harmonic distortion level. The active-reactive power controller is adopted for an inverter-based Distributed Generation unit in a utility operation mode. This controller provides excellent regulation of the active and reactive power, in particular when load power has to be shared equally between the microgrid and utility. The voltage-frequency and active-reactive power control modes are used for a microgrid configured from two DG units in an autonomous operation mode. The proposed control strategy maintains the system voltage and frequency within acceptable limits, and injects sustained output power from one DG unit during a load change. The reliability of the system’s operation is investigated through developing a small-signal dynamic model for the microgrid. The results prove that the system was stable for the given operating point and under the proposed power controller. Consequently, this research reveals that the microgrid can successfully operate as a controllable power generation unit to support the utility, thus reducing the dependency on the bulk power system and increasing the market penetration of the micro-sources.
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Chapter 1

INTRODUCTION

Concerns over climate change are now moving the energy sector into a new era of modern power grids, in which rapid increases in the load demand can be met through widespread power generation units called Distributed Generation (DG) units. These units can be operated in either parallel to the main grid (grid-connected mode) or as an autonomous group (microgrid mode). The load demand in the latter is handled by a several DG units that connect to the distribution network, in order to maintain a reliable power supply to meet the load demand, when the grid is not available or cost-effective, due to a network fault or a market decision, respectively.

Accordingly, a microgrid can be defined as a recent innovation for a small-scale power generation network that aggregates a cluster of DG units using power electronic devices such as the Voltage Source Inverter (VSI) system. This scenario can represent a complementary infrastructure to the utility grid to deal with a rapid change in the load demand. The high market penetration of micro-sources such as wind, photovoltaic, hydro, and fuel cells, has created alternatives which provide green energy and a flexible extension to the utility grid [1]. These sources are usually connected to the power system by Pulse-Width-Modulation (PWM)-VSI systems which have the nonlinear voltage-current characteristics of semiconductor components, and produce high switching frequency, both of which affect the quality of the power supply for the end user [2].

Moreover, there are three main factors that affect the characteristics of the microgrid’s operation. First, the type of connected DG units; these can be classified into three power sources, namely; variable frequency, high frequency, and direct energy conversion, the last of which produces dc voltage and current. Second, the type of DC/AC PWM-VSI system; these are typically used to interface the major types of DG units either to the utility grid or directly to the customer load and affect the microgrid’s operation through lack of physical inertia, production of harmonic distortion, increase the system dynamics band,
and limits on the overload capability. Third, the control loop that is used for the DC/AC PWM-VSI system; the microgrid’s operation is mostly dominated by the VSI system, so an efficient control loop is necessary for reliable operation [3]. The interaction between all these components yields temporal changes in the characteristics of the power supplied to the customers. The power quality mainly depends on the occurrence of short to long periods of abnormality or outages in the output power characteristics [4].

The serious problems that affect power quality can be categorised based on the microgrid’s operation mode. In a microgrid mode, the voltage and frequency profiles have to be established by the microgrid, otherwise the system will collapse due to the sensitivity of the connected DG units and the power converter applications [5]. The harmonic distortion of the output power waveforms is a critical problem that is often caused by the high speed operation of the inverter switches. The long transient period can affect all system equipment regardless of whether it occurs in the islanding operation mode or during a load change [6]. The load sharing mechanism among the DG units must be appropriate for sharing the load [7]. A microgrid in grid-connected mode also faces issues that can substantially influence the power supply quality. For example, the behaviour of the microgrid is mostly dictated by the bulk power system, so regulating the flows of both active and reactive power is an essential control objective for managing the microgrid’s output power [8].

The aforementioned issues necessitate a power control strategy that guarantees high performance operation to meet power quality requirements. In a synthetic control scheme, the current control loop of the PWM-VSI system is a particularly important characteristic of modern electronic power converters which allow the DG unit to be connected to the microgrid. This controller forces the inverter to operate as a current source amplifier, thus improving the inverter output current. An additional power controller can play a key role in ensuring stable, high quality power injection by regulating the system’s voltage and frequency in microgrid mode or controlling the active and reactive power flows in the grid-connected mode. If the above features can be optimised, the microgrid can be successfully installed as a supportive power generation unit, to the utility grid, that reduces dependency on the grid, and also facilitates high market penetration of the micro-sources without causing power quality problems.
1.1 Research Motivations

In a microgrid, the problems of the power quality challenge the reliability and stability of the system operation. Disturbances to the supplied power, which are related to the voltage, frequency, active power, reactive power, harmonic distortion, and dynamic response, can impact performance for both microgrid operation modes: islanding and grid-connected. Recently, researchers have focussed on improving power quality by investigating optimal microgrid designs and optimal locations for the connected DG units. This work proposes a new power control strategy, based on a real-time Particle Swarm Optimisation technique, to improve the quality of the power supply in a microgrid. Therefore, the benefits of this work can be summarised as follows.

1. Enhancing the market penetration of micro-sources.
2. Protecting sensitive systems from the detrimental effects of power quality and reliability problems.
3. Reducing the capital cost, in particular when the microgrid is designed for Peak Shaving application.
4. Ensuring best utilisation of the microgrid’s output power.
5. Providing stable and reliable operation of the microgrid in response to the load demand.

1.2 Aims of this Thesis

The main aim of this thesis is to improve the quality of the power supply in a microgrid scenario through new power control strategy based on the Particle Swarm Optimisation technique. In both microgrid operation modes: islanding and grid-connected, there are many types of disturbances that impact power quality. Therefore, pursuing following specific objectives should help achieve the main aim of this thesis.

1. Implementing an optimisation technique for a real-time self-tuning method for the proposed power controller.
2. Controlling the microgrid voltage and frequency in the islanding operation mode.
3. Regulating the active and reactive power flows in the grid-connected operation mode, in order to halve the load between the microgrid and utility.
4. Achieving an appropriate power sharing among the DG units in the islanding operation mode, in addition to ensuring appropriate voltage and frequency regulation.

5. Investigating the system’s stability under the proposed power controller, and also examining sensitivity to the control parameters, in order to validate the proposed power controller.

1.3 Thesis Contributions

Based the above objectives, the contributions of this thesis should be:

1. The power controller is proposed for the voltage and frequency regulation based DG unit in a microgrid operation mode. This controller is designed in voltage-frequency mode and a Particle Swarm Optimisation algorithm is incorporated for real-time self-tuning method.

2. The proposed power controller should regulate active and reactive power in grid-connected operation mode. This controller is designed in active-reactive power mode, and a Particle Swarm Optimisation algorithm is also incorporated for real-time self-tuning, to support sharing of the load equally between the microgrid and utility.

3. The voltage-frequency control mode and active-reactive control mode are presented for a microgrid configured from two DG units in an autonomous microgrid operation mode. To regulate the system voltage and frequency, both DG units adopt the voltage-frequency mode when the microgrid is transferred to the islanding operation mode, while one of them used in active-reactive power mode during load change to sustain the injected output power. A Particle Swarm Optimisation algorithm is also incorporated for each DG unit to implement real-time self-tuning. It should be applicable when more than two DG units are configured in the microgrid.

4. The Particle Swarm Optimisation algorithm is an intelligent technique that is implemented for a real-time self-tuning of the proposed power controllers. This algorithm is a part of the swarm intelligence family that can be used efficiently to solve the optimisation problems. It is employed in this research to find the best power control parameters that satisfy the control objectives.

5. A linearised small-signal dynamic model is developed for an autonomous microgrid. This model is constructed in a way that can be used even when the system is complex
and contains any number of DG units. The model is used for the eigenvalue analysis to examine system stability for the given operating point and under the proposed power controller. This also can be used for sensitivity analyse.

1.4 Publications from this Research


1.5 Thesis Outline

The thesis has been organised as eight chapters. This chapter introduces the concept of the microgrid and the motivations for the research. The rest of the thesis is outlined below.

- **Chapter 2** reviews the relevant literature and provides the background for undertaking research on improving the quality of the power supply in microgrids.

- **Chapter 3** describes the Particle Swarm Optimisation algorithm that is applied in this research. This algorithm is employed to solve the optimisation problem related to improving power supply quality in a microgrid.

- **Chapter 4** explores the voltage and frequency power control mode that is adopted for the inverter-based DG unit in an autonomous microgrid mode. The Particle Swarm Optimisation technique is embedded in this controller. The proposed controller scheme regulates the system voltage and frequency and provides high current quality with fast dynamic response.

- **Chapter 5** profiles the active and reactive power control mode that is considered for the inverter-based DG unit in grid-connected microgrid mode. The Particle Swarm Optimisation technique is embedded in this controller. The proposed controller scheme regulates both active and reactive power with the aim of halving the load demand between the utility and the microgrid.

- **Chapter 6** explores the control method for an autonomous microgrid mode that is configured from two DG units. This method addresses the voltage and frequency power control mode, and the active and reactive power control mode. The Particle Swarm Optimisation algorithm is used for each DG unit. The proposed control method regulates the system voltage and frequency and ensures sustained output power from the second DG unit during load change.

- **Chapter 7** characterises the small-signal state-space model for the microgrid. This model is developed to investigate the system stability through eigenvalue analysis. The sensitivity to the power control parameters is also considered to examine the validity of the proposed control method.

- **Chapter 8** provides the general conclusions, highlights any limitations, and explores the scope for future related research.
Chapter 2

BACKGROUND AND LITERATURE SURVEY

A microgrid is a modern electrical distribution system that has complicated aggregations of several components and numerous supply sources. Thus, the interactions between them or with the power utility yield temporal variations in the characteristics of the power supplied to the customer. Therefore, the quality of the power supply in a microgrid scenario is the main focus of this research. This problem often occurs in such systems and for both operation modes: grid-connected and islanding. It is important to note that improving the quality of the power supply implies interest in many different subjects such as voltage and frequency regulation, power flow control, power sharing, harmonic distortion, dynamic response, and system stability. For example, power quality disturbances arise due to issues like type of DG units, Power Electronics (PE) applications, switching between two operation modes, power system faults, and load change. The power flow also needs to be regulated to optimise use of the connected DG units. Therefore, it is important to propose a control concept for both microgrid operation modes; to provide high quality and reliable energy supply to the load and thus greater utilisation of increasingly popular DG units, but not cause power quality problems in the distribution network.

This chapter presents a literature review and background theory relevant to the work presented in this thesis and is divided into five main sections. Section 2.1 describes the common types of DG units utilised as energy sources in microgrids. The concept of the inverter-based distributed generation unit is introduced in Section 2.2. Then, Section 2.3 addresses microgrid control to explain the most efficient power control strategies that can be used to improve power supply quality. In Section 2.4, stability analysis is investigated for the microgrid model under different types of control strategies. Finally, the conclusions are outlined in Section 2.5.
2.1 Distributed Generation

Smaller energy sources in a microgrid are usually called Distributed Generation (DG) units, and form part of the Distributed Energy Resources (DER), which can also include any energy storage systems. DG units are rated up to 10 MW and can be directly connected to the distribution network through a power electronic converter to form a microgrid scenario. A microgrid is a recent innovation, in small-scale power generation networks, that can represent a complementary infrastructure to the utility grid to help cope with a rapid increase of the load demand [4]. Figure 2.1 categorises the common types of DG units, and the following subsections introduce their salient features.

![Figure 2.1: Types and technologies of the DG units](image)

2.1.1 Micro-turbines

Micro-turbines are small traditional generators that use combustion turbines, as prime mover technology, that may use gas, propane, gasoline, or other liquid or gaseous fuels. Micro-turbines generally comprise a generator, small turbine, compressor, combustor, and recuperator; importantly, their rating and volume are mostly limited to 20-500 kW and 0.4-1.0 m³, respectively. Moreover, micro-turbine is designed to operate without gearbox; at lower temperature and pressure; and at higher speed than traditional combustion turbines [9, 10, 11]. Therefore, this technology has emerged as a promising energy system due to the low price of its fuel sources, low emissions, and low maintenance and installation costs.

A power electronic converter, such as a voltage source inverter system is usually required
to interface this unit to the grid or load. Thus, a reliable operation can be obtained when a proper control strategy is proposed to make the micro-turbine able to respond to the temporal command signals.

### 2.1.2 Fuel Cells

Fuel cell technology is well suited for use in DG units as it employs chemical energy to generate electric and thermal energy through an electrochemical process. As long as the fuel is provided, the fuel cell behaves the same as a battery by converting chemical energy to electric energy; however, charging is not needed while the electrochemical process continues. The hydrogen-rich fuels that can be used include natural gas, biogas, gasoline, and propane. Thus, relatively clean power and heat can be provided. Fuel cells are made in portable and stationary designs, with ratings ranging from 1 kW to a few MW. They can also operate in a wide range of atmospheric pressures and temperatures [12, 13, 14].

The voltage source inverter system is also required to connect this unit to the grid or load. Thus, this unit can be operated as a dispatchable source without causing intermittent generation problems.

### 2.1.3 Wind Turbines

Wind energy has been used for decades in electrical power production and, as it uses only wind, it generates power with zero emissions. A wind turbine consists of a rotor, generator, turbine blades, coupling device and a shaft, as well as a nacelle, which contains the gearbox and generator drive. Therefore, based on wind forecast, two or three turbine blades are used in a design that ensures high efficiency generation. Wind turbine efficiency is usually in the range of 20–40 per cent, and the size is between 0.3 kW to 5 MW [15, 16, 17].

Wind turbines can be classified into two types based on their connection to the grid or load. The first is connected through a rotary machine, usually an induction generator, while the second employs a full-scale voltage source inverter [18]. Wind power plants have been installed in many countries because of their efficiency and contribution to ameliorating man-made global warming. These plants provide supported power to the main utility without causing negative impacts on the performance of the power system. The wind turbines have been investigated by many researchers in terms of; impacts on system operation [15], power quality [19], stability [16], market and pricing [20], and planning and reliability [17].
2.1.4 Photovoltaic (PV) Systems

This system largely relies on sunlight for power generation and a cell made from a doped silicon crystal is the key component. A group of cells can form a module or panel and several of these can be configured as an array in a photovoltaic system. Driven by green energy policies, photovoltaic farms are being adopted, thus increasing the penetration of photovoltaic arrays. This scenario was uneconomic solution because of the high installation cost and a relatively low power generation. Therefore, small scale distributed PV generation, with ratings ranging from 1 to 100 kW, has been viewed as a more economical solution for reliable power generation [21].

The rating of the photovoltaic array is mostly in the range of 0.3 kW to a few MW. For the purpose of supporting green electricity, using PV arrays faces two main limits. First is land costs as 0.25 ha is required to generate 150 kW of electrical energy. Second is climate as reliable operation is only obtained in sunny weather. The voltage fluctuations and harmonic distortion are usually associated with PV systems; however, these can be mitigated through internal controlled-reactive power sources [22]. Therefore, many PV system researchers focus on control strategies to track maximum power for better power generation [23], and developing cell technology with higher efficiency and lower costs [24].

In conclusion, awareness of climate change increasingly makes renewable energy sources a priority. Therefore, wind and PV power plants can be represented as efficient power support for the utility, provided that these plants connect at the substations or transmission levels. Moreover when the stiffness of the utility is high, thus their impacts are certainly less. Conversely, flawed results are obtained when wind and PV power farms are considered as distribution systems.

2.1.5 Energy Storage Devices

Efficient energy storage devices commonly involve batteries, flywheels, super-conducting coils, or super-capacitors [25]. When connected as distributed generation units, they offer fast load pick-up, reliability enhancement, and an improved generated power profile for non-dispatchable sources.

2.1.6 Hybrid Systems

Hybrid system can increase the performance efficiency of the microgrid, and thus improve generation characteristics, for example, a gas micro-turbine and a fuel cell can be integrated to form a full cycle power plant that exceeds 70 per cent efficiency and rates from 250 kW
to 2.5 MW [26]. An innovative hybrid system can increase the combined participation of different types of DG units such as wind turbines, fuel cells, and PV panels. Other add-on options including energy storage devices and diesel generators can also enhance the microgrid when in stand-alone mode (Figure 2.2).

Table 2.1 shows the characteristics of the common DG units in terms of rating, efficiency, grid connection technology, and fuel type [27]. According to the IEEE standard 1547-2003 [28], the DG units that form the microgrid are normally disconnected from the utility based on a network fault or a market decision. The microgrid is then forced into autonomous operation mode and is vulnerable in terms of maintaining voltage and frequency, because of the contrasting characteristics of the connected DG units. Therefore, it is necessary to maintain the power supply within at least the threshold of required quality.

### Table 2.1: The characteristics of most common DG units

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Micro-turbines</th>
<th>Fuel cells</th>
<th>Wind Turbines</th>
<th>Photovoltaic panels</th>
<th>Fossil Fuels</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rating</td>
<td>20-500 kW</td>
<td>1 kW-5 MW</td>
<td>0.3 kW-5 MW</td>
<td>0.3 kW-2 MW</td>
<td>up to 100 MW</td>
</tr>
<tr>
<td>Efficiency</td>
<td>20-30(%)</td>
<td>40-60(%)</td>
<td>20-40(%)</td>
<td>5-15(%)</td>
<td>33(%)</td>
</tr>
<tr>
<td>Grid connection technology</td>
<td>power electronic converter</td>
<td>power electronic converter</td>
<td>induction generator and power electronic converter</td>
<td>power electronic converter</td>
<td>synchronous generator</td>
</tr>
<tr>
<td>Fuel type</td>
<td>natural gas, biogas, diesel, propane, hydrogen</td>
<td>natural gas, propane, hydrogen</td>
<td>wind</td>
<td>sunlight</td>
<td>oil, diesel, coal, natural gas</td>
</tr>
</tbody>
</table>

### 2.2 Inverter-Based DG Unit

Typical DG units provide electrical power through conversion processes that can be classified as: high frequency such as micro-turbine generator, variable frequency such as wind turbine, and direct energy such as photovoltaic and fuel cell. An interfacing power electronic converter is required to convert the produced energy from DC to a constant voltage and frequency AC power source. This converter is usually called a Voltage Source Inverter (VSI) system and is the most functional block in the inverter-based DG unit.

Figure 2.3 depicts the power circuit of the 3-phase VSI inverter-based DG unit and the associated control functions. The VSI system itself encompasses two main circuits with the
Figure 2.2: An example of the microgrid: (a) Grid-connected mode. (b) Microgrid mode
first being the power circuit that includes a three-leg VSI with an AC filter. The second is the control circuit that incorporates the VSI control loops that are designed to provide reliable operation. For example, in grid-connected mode, the voltage and frequency are established by the grid which dominates the overall system behaviour. In this case, the DG unit can be operated as a PQ generator, thus the control of the active and reactive power flows are largely required. Conversely, in the islanding mode, the system should provide regulated voltage and frequency or low power quality may occur. Therefore, voltage and frequency regulation must be considered as substantial control objectives, whereas power flow can be managed among the DG units provided they meet the total load demand. If not, the system has to undergo load shedding. Thus, sharing power in a microgrid can be regulated for optimising utilisation of the DG units, taking into account the inverter power rating. For these reasons, the power control loop in an inverter-based DG unit is essential for maintaining power supply quality. In addition to the power control loop and regardless of microgrid operation mode, the inner current control loop is also required to make the VSI system operate as a current-source amplifier. This ensures that accurate tracking exists and short transients occur for the inverter output current. The synchronisation technique is also crucial for adapting the inverter’s behaviour to any microgrid operation mode. That is also required to implement a synchronous reference frame in the control scheme.

Moreover, the inverter current can be protected from low-order harmonic distortion by using a Pulse-Width-Modulation (PWM) technique. However, high frequency current distortion can be caused by the inverter switching frequency, which must be attenuated to meet the power quality standard for the connected DG unit. This is the main function of the inverter output filter.

Overall, the performance of the inverter-based DG unit largely depends on the effectiveness of the abovementioned control loops. This research will show the advantages of the proposed power controller for maintaining power supply quality in a microgrid scenario, and for both operation modes: grid-connected and islanding. The corresponding control loops for an inverter-based DG unit are presented in the following subsections.

2.2.1 Current Control

The current controller usually represents an important inner loop in the overall controller scheme of a three phase PWM-VSI system. Its main function is to provide accurate current tracking, acceptable dynamic response (short transient), and thus force the inverter to work as a current source amplifier. Clearly, the current control loop can improve the
inverter output current quality; however, there are many factors which can directly affect the performance of this controller, for example, grid parameters, transition between the operation modes, and load change. Thus, poor power quality and instability can still occur [6].

The current control strategy of the PWM-VSI system is one of the most important characteristics of modern electronic power converters. While an inverter-based DG unit is crucial for establishing microgrids, an appropriate current control strategy for the inverter is required to achieve high performance and met power quality requirements when DG units are flexibly connected to the grid. There are two main categories for current controllers: nonlinear controllers based on closed loop current type PWM, and linear controllers based on open loop voltage type PWM, and both are applied using the inner current feedback loop [29].

A hysteresis current controller (HCC) is a common type of nonlinear controller that is used for a 3-phase grid-connected VSI system. As shown in Figure 2.4a, this controller depends on a nonlinear feedback loop and the hysteresis comparators. The switching signals for the PWM are directly generated once the error exceeds the tolerance band h (see Figure 2.4b). Two types of HCC are proposed:

1. **Variable Switching Frequency Controller**: This type is also known as a free-running hysteresis controller and its main advantages are an outstanding dynamic response
Figure 2.4: Common types of nonlinear current controllers
and an absence of tracking errors. It can be easily implemented and mainly depends on the load parameter changes. However, the current is independently controlled with a time delay, and the zero voltage vectors cannot be generated. Thus, a large current ripple with high total harmonic distortion (THD) may occur [30]. Moreover, the inherent randomness can be acquired due to the limit cycle of the operation, which causes relatively rough operation and makes protection for the inverter challenging. In addition, for a system that lacks neutral leaders, the hysteresis band is often decreased to half the value of the instantaneous error because of the interaction between the system and the three independent controllers. Therefore, the instantaneous current cannot remain exactly in a tolerance band. Furthermore, changing the comparator state in one phase influences the load voltage in the other two phases [31].

2. **Constant Switching Frequency Controller**: This type was developed to overcome the disadvantages of the variable switching frequency controller. The amplitude of the tolerance band is controlled either based on the ac-side voltage or by the Phase-Locked-Loop (PLL) technique [32]. Moreover, this controller can decouple the error signal through subtracting an interference signal that is driven from the inverter voltage. Thus, the problem of the interference and its impacts can be eliminated (see Figure 2.4c) [31]. In [33], the decoupling is also considered as important for improving performance without estimating the load impedance. Reliable operation can be obtained and overall the results were similar to those for the discontinuous switching model. In that case, the controller became more complex and thus undermined the main advantage of the hysteresis current controller, that is its simplicity.

Conversely, the linear current controller has been proposed as a solution to improving the inverter output current quality. This controller can independently compensate for the current error and the voltage modulation part. The linear current controller also allows the use of open loop modulators such as sinusoidal PWM, space-vector PWM, and optimal PWM. These can help improve the controller’s behaviour because of positive attributes such as; constant switching frequency, optimum switching pattern, well-defined harmonic spectrum, and excellent DC-link voltage utilisation. In addition, the overall independent design of the control structure, and the open loop testing of the inverter, can be easily accomplished [34]. Four types of linear current controllers have been proposed:

1. **Stationary PI Controller**: This type is also known as a Ramp Comparison Current
Controller. As shown in Figure 2.5a, three PI regulators are used to compensate for the current error and to provide the voltage reference signals \( V_{Ac} \), \( V_{Bc} \), and \( V_{Cc} \) for a three-phase sinusoidal PWM. Along with this type of modulator, comparison with the triangular carrier signal is required to generate control signals \( S_A \), \( S_B \), and \( S_C \) for the inverter switches. To explain the function of the PI regulator, the integral part is to minimise the error at low frequency, while the proportional part and the zero placement are responsible for the amount of ripple. In this type, although the original triangular sub-oscillation PWM can directly drive this controller, the performance is imperfect, because the switching time is influenced by the output current ripple which is set through the feedback loop [35]. Moreover, the maximum slope of the reference voltage signal is designed to be no more than the slope of the triangle. Therefore, additional problems may emerge due to the multiple crossing of triangular limits. Overall, the main limitations are that good controller performance is only achieved when the harmonics of the current are in frequency less than the carrier, and the controller suffers from an inherent tracking error (amplitude and phase) [36].

2. **Synchronous Vector PI Controller**: In many industrial applications, a qualified current is required to guarantee robust system operation. For example, in vector-controlled ac motors, a small error in phase or amplitude causes inefficient performance and the space-vector control method is widely used to address such problem. Figure 2.5b depicts the schematic diagram of the synchronous vector controller which employs two PI compensators for two current vector components defined in a \( d-q \) synchronous reference frame. The benefit of using this frame is that it transforms the three-phase \( (i_{ABC}) \) form of the inverter output current into two dc components \( (i_{dq}) \), thus simplifying the analysis and the calculations for the controller. The synchronous controller is also proposed for a stationary reference frame, particularly for the PWM that utilises this frame to synthesise the pulses for the controlled VSI system. Examples of using this type of controller can be found in [37, 38, 39].

3. **State Feedback Controller**: This controller is based on a state feedback control system instead of a PI regulator. The controller scheme can also be designed in stationary or synchronous rotating coordinates. Figure 2.5c shows the block diagram of a state feedback controller, which is designed based on multivariable state feedback theory and a stationary coordinate system. Reliable performance of this controller relies on the pole assignment technique which is used to drive the feedback gain matrix
Thus, a sufficient damping can be only ensured when these gains are well-defined. In addition, by using the integral gain $K_2$, the static error can be minimised to zero, but an unacceptable transient period can still be obtained. Eventually, the disturbance inputs $K_d$ and the feed-forward signals $K_f$ should implement the feedback control law, so only a well-defined control algorithm can result dynamically correct compensation [40].

4. Predictive Controller: In this type, and at the beginning of each sampling time, the current error vector is predicted based on the actual error and the ac load parameters $R, L, E$. Then, during the next sampling period, the voltage reference vector can be generated for the PWM in order to minimise the forecasted error. The predictive controller can be classified into two types. The first is known as a constant switching frequency predictive algorithm which is shown in Figure 2.5d. This algorithm calculates the voltage reference vector $V_{sc}$ once for each sampling period. Thus, the current vector is forced according to its command ($i_{sc}$), while the voltages of the inverter and load are assumed to be constant [41]. The main disadvantage of this algorithm is that it is impossible to achieve the inverter peak current. The second type is known as a deadbeat current controller which is an option solution when the voltage vector is required to null the error at the end of the sampling period [42]. This type is inherently sensitive to model and parameter mismatches.

In conclusion, the linear current controller based on PWM is explored as an adequate technique that provides excellent steady-state response, low current ripple, and high-quality sinusoidal waveforms. Moreover, the tendency is currently towards the methods that allow full digital implementation, even with some sacrifice accuracy. Therefore, the linear current controller represents a practical technique that can be digitally implemented with accurate results, in particular when the modern Artificial Intelligence (AI) applications are embedded in such a controller.

2.3 Microgrid Control

The robust and reliable operation of a microgrid relies substantially on the control scheme for the DG units. Therefore, an efficient power control loop for an inverter-based DG unit can play a key role in satisfying power quality requirements [43]. In other words, while the current control loop is used to improve the quality of the inverter output current, an outer power control loop, as shown in Figure 2.6, can also be integrated with the inner
Figure 2.5: Common types of linear current controllers
current control loop to regulate the inverter output power. Moreover, it will ensure qualified reference current signals to the current controller. Accordingly, the inverter-based DG unit can be controlled in terms of the imposed power commands such as voltage, frequency, active power, and reactive power [37]. In this case, the DG unit can operate as a power-controlled current source. Consequently, and for both microgrid operation modes, the power controller can be selected based on crucial issues affecting power supply quality. For instance, the control of the power flow in grid-connected mode can be represented as the main control objective. That is because of the overall microgrid operation is completely dictated by the bulk power system, so there is no more pressing than power flow regulation for optimum DG unit utilisation. In contrast, significant operation problems are evident when the microgrid transits to the islanding operation mode. These problems are primarily related to the voltage drop and frequency deviation associated with the various characteristics of the connected DG units. The load sharing mechanism is an additional important issue that needs to be considered to obtain superior operation in both microgrid operation modes [44]. The following subsections present the main power control strategies that can be used for the inverter-based DG unit to satisfy the abovementioned issues, thus improving the quality of the power supply in microgrids.

2.3.1 Voltage and Frequency Control

As a function of load, managing both the microgrid voltage and frequency are essential control objectives, because DC/AC power converters and multi-types of the DG units have different operational properties. Thus, disturbances in the system voltage and frequency are may occur and affect the power supply for the end user [1]. In that case, it is necessary to explain such this problem based on the microgrid operation mode in two main points.
First, in the grid-connected mode, due to the stiff operation characteristics of the utility, the control of system voltage and frequency is mostly not needed. That is because the main grid can provide high voltage quality. However, this type of control can be an optional component only when the grid is weak which is commonly not the case. Second, in the islanding mode, the microgrid is completely responsible for maintaining voltage and frequency within acceptable limits. Thus, a proposed control approach should provide controlled voltage and frequency, and also pick up the load quickly with high power quality [45].

The microgrid voltage profile can also be influenced by various issues including harmonic distortion which can be defined as the deviation in the shape of voltage/current waveform from the standard sinusoid. This deviation is mainly caused by the high speed operation of the inverter switches and can lead to overheating of the load equipment which affects the power factor and the system resonance and disrupts functioning of electronic components. Therefore, the attenuation of the harmonic distortion in such systems is necessary and usually achieved either by using a coupling transformer or a specific type of filter [4]. The time of the transient period is another important challenge to be addressed in a microgrid. The switching between the two operation modes or load change usually causes sub-cycle voltage excursions. These may occur as very fast voltage changes, thus additional protection equipment is required to maintain the load. Therefore, fast dynamic response is another control objective that can help improve the profile of the inverter output power [46].

Severe and random voltage disturbances might be related to time-varying load in the non-dispatchable generations that supply fluctuated output power such as wind power generation and photovoltaic [47, 48]. After this, reactive power sources such as an inverter-based DG unit [49], active power filters (APFs) [50], and the synchronous compensators (DSTATCOMs) [51] are proposed for the voltage regulation at the point of common coupling (PCC) in a microgrid. These sources are used in a three-phase current controlled PWM-VSIs, and the axis-theory is applied as a control algorithm for balancing the three-phase system. Therefore, according to the typical operation of these applications, the reactive reference current is driven through the voltage controller to regulate the load voltage. An inner current controller is also used to regulate the output current. The performance of the voltage controller in providing relatively slow regulation against the disturbances, as well as the frequency restoration, was not considered in these applications. In other words, these applications used conventional PI regulators to control the voltage against
the nonlinear dynamic error, thus the voltage controller is not able to provide high control performance unless an intelligent technique is applied to find the best system parameters to deal with the disturbances. The fundamental frequency voltage must be controlled a stable close loop system to maintain appropriate voltage regulation.

Recently, the droop control method was proposed as a standard application to regulate the microgrid voltage and frequency [3, 52]. The overall scheme of this control is composed of three control loops: 1) the droop control loop that receives the measured and reference voltage and frequency signals and generates the reference active and reactive power vectors based on the droop characteristics; 2) the voltage control loop which relies on the output signals of the first loop and the computed values of voltage, active power, and reactive power, to produce the reference current vectors; and 3) the current control loop that is often responsible for providing the reference voltage signals for the PWM technique. In this controller scheme, conventional PI regulators are also used in the second and third control loops, and the control performance largely relies on the droop characteristics to regulate the microgrid voltage and frequency. Many researchers have evaluated this method for controlling the microgrid voltage and frequency. However, due to the droop characteristics, the frequency and voltage might drop at the values that make the DG unit operate in a new lower voltage and frequency, neither of which are close to their nominal values. Moreover, it is difficult to apply an intelligent technique for optimising the control parameters in real-time because the proposed controller is based on multi-loops which increase the number of parameters. Therefore, most researchers investigated optimisation approaches either to find the best placement of the DG units in order to improve the voltage profile [53] or to optimise the control parameters that offer stable operation for the best microgrid design [54].

### 2.3.2 Active and Reactive Power Control

Control over active and reactive power flows is essential for regulating the inverter output power. This method can help ensure reliable operation of the connected DG unit; help reduce the imported power from the grid; and support any contractual arrangement between the microgrid and the utility. Therefore, the active and reactive power control mode can also be explained based on the microgrid operation mode. For instance, in an autonomous microgrid mode, the control priority is maintaining the system voltage and frequency below the threshold of collapse. Therefore, the power flow control can be achieved, provided that regulation of the microgrid voltage and frequency is realised, and thus the system can
produce reliable power quality during this mode. Conversely, due to the high operation effects of the bulk power system in grid-connected mode, each DG unit operates as an active-reactive power source [5]. In this case, control over active and reactive power flows is very useful for maximising generation from the connected DG unit; thus, an economic operation strategy based on the market policies can be implemented for best power management between the microgrid and the utility. This can facilitate high market penetration for the micro-sources.

Recently, the power management between the microgrid and the utility has been targeted by many researchers to obtain best utilisation for the different types of DG units. For example, control of the combined active and reactive power is proposed to facilitate the connection between the single-phase hybrid microgrid and the electric power system [55]. In this work, the control structure is designed to compensate for the reactive power of the load, inject the active power to the load, and then pass the redundancy to the grid. However, this controller may not be feasible for the three-phase system due to the complexity. The shunt active filter with energy storage is proposed to mitigate the voltage sag and improve the supplied power to the nonlinear load [56]. The control of this filter is coordinated with the synchronous generator, and the filter current was a unique feedback signal. Accordingly, the voltage sag is manipulated, while the active and reactive power reach a stable operation after a long transient period (9 s). In [57], the combination of the genetic algorithm and the power flow calculation is presented to allocate the location and sizing of the DG units relative to the electric power system. This method is useful for the DG units’ installation to obtain best economic operating condition. However, the control of the active and reactive power flows was not considered against the disturbances in the real-time operation. In [58], the power flow control is proposed for a single-phase inverter-based DG unit in grid-connected operation mode. This controller regulates the active power and the reactive power by adjusting the power angle and the filter capacitor voltage, respectively. The objective behind this work was to achieve stable operation, low static error, and fast dynamic response. Similar observations can be found in [59, 60]. As a consequence, no method was proposed to regulate the active and reactive power automatically, thus reducing the imported power from the utility up to the limited ratio.

### 2.3.3 Power Sharing

While the microgrid is configured from multiple DG units connecting in parallel, sharing power among these units is an important scenario that can also improve the power supply
quality. In other words, load demand can be met distributing the load among the connected DG units, and thus obtaining reliable system operation [44]. Therefore, this scenario should be implemented while the power control strategy is proposed to improve the microgrid operation. In both microgrid operation modes, the proposed control methods are mostly used to regulate the inverter output power with the aim of achieving stable operation and fast dynamic response. This can provide constant power whether the load changes or is stable. Therefore, it is necessary to investigate a control strategy that can help inject sustained output power even when the load changes and thus increase the efficiency of the DG units, in particular those which supply constant power such as a photovoltaic panel.

Droop control of voltage and frequency is commonly proposed for sharing active and reactive power. In [3], three power management strategies based on the voltage-droop characteristics, voltage regulation, and reactive power compensation are proposed for a microgrid configured from multiple DG units. The frequency-droop characteristic is used to control the active power. The overall dynamic model is developed to investigate the system dynamic behaviour under the proposed power management strategies. In [61], the decoupling of active and reactive power flows in the grid-connected mode is presented to investigate power sharing between the microgrid and the utility. The events, arising from pre-planned switching and faults, that cause the islanding mode are presented with desired power sharing in [62]. The power derivative integral terms are introduced to address the slow load sharing with the conventional droop control and thus improve the transient performance [63]. The static droop control method is also used for power sharing in a microgrid in [52]. Accordingly, while the drawbacks of the droop method are explained in the penultimate sub-subsection, the above reviews focus on obtaining stable operation and fast dynamic response. Intelligent power sharing among the DG units is an important control objective in a microgrid, that can be targeted after considering power supply component quality. Therefore, power sharing is one of the objectives of this thesis.

In conclusion, the main purpose of microgrid control is to achieve robust and reliable operation of the connected DG units. Therefore, an efficient power control strategy can achieve the objective of improving the quality of the power supply in terms of; regulating the system voltage and frequency, controlling the active and reactive power flows independently, and sharing the load properly either between the microgrid and utility in grid-connected mode or among the DG units in the islanding mode. These can improve the overall operation of the microgrid, where the load can be quickly picked up, and also the microgrid can rapidly and seamlessly connect to, or disconnect from, the utility.
2.4 System Stability

System stability under the given operating conditions has become an important issue for microgrid operation. It is important, given the combination of different types of DG units and use of electronic power converters to interconnect these units, and can be efficiently analysed with the small-signal dynamic model. This model can be defined as an analytical approach that can verify the stability under the normal operating conditions. The overall dynamic model is combined from the linearised state-space equations that define each component of the system. After this, stability can be analysed through eigenvalue calculations. Subsequently, sensitivity analysis can be used to measure the dependency of the stability analysis on system variables. This is a complementary analytical method that depends on calculating the participation factor for each variable [64, 65].

Stability analysis of the microgrid operation has been investigated by many researchers. In [61], the transient stability was examined for the power system with a DG unit that interfaced via a power converter. This analysis was for a system with infinite bus, and the stand-alone operation of the power system network was not considered. For the stand-alone mode, [66] presented a control approach, for the parallel connected inverters, that could be modified for any ac system. The control objectives were to identify the reference signals of the generator angle and the flux, and to improve the dynamic performance of the system. In [67], small-signal stability was used to confirm that a proposed control method may escalate the oscillatory modes and yield poor damping, so the sensitivity analysis was employed to determine the proper feedback signals for the controller. The stability against change in load demand in a microgrid was examined in [68]. Due to the load change, moving the oscillatory modes towards new locations affected system stability. In [69], a dynamic model of voltage and current controllers based DG unit was developed to analyse system stability in the islanding mode. A small-signal dynamic model was also constructed for the microgrid that configured from multiple DG units in [70]. The droop control associated with the power average method is used for the purpose of the load sharing control in the islanding mode. The aim was to verify the accuracy of stability analysis against the simulation results of the nonlinear model.

To be brief, the small-signal dynamic model has been developed for numerous applications of the power system and microgrids. This method yielded accurate results that proved the validity of the designed systems. Therefore, the small-signal dynamic model is developed in this thesis to examine microgrid stability with the proposed power controller, and the sensitivity to the control parameters is also presented to assess the validity of the
proposed controller.

2.5 Conclusions

This chapter outlined the background theory and relevant literature including major reviews, that underpin and justify the need for this study on improving power supply quality in microgrids. The common types of the DG units are described with the aim of introducing their operation characteristics in terms of rating, sizing, efficiency, type of connection, and fuel type. Then, because the operation of these units depends on the control mode; the inverter-based DG unit is presented along with the most common types of the linear and nonlinear current controllers. The reviews show that the linear type is much better than nonlinear. For this reason, it becomes necessary to clarify the microgrid control that is largely responsible for qualifying the power supply. The control methods which are related to voltage and frequency restoration, active and reactive power regulation, and power sharing are introduced with the aim of exhibiting their aspects. Finally, small-signal dynamic model analysis of microgrid stability is targeted as a tool for measuring the system’s reliability.
Chapter 3

MODERN HEURISTIC TECHNIQUE: PARTICLE SWARM OPTIMISATION ALGORITHM

The modern heuristic techniques mainly include the application of the Artificial Intelligence (AI) approaches such as Genetic Algorithm (GA), Particle Swarm Optimisation (PSO) algorithm, Ant Colony Optimisation (ACO), Stochastic Diffusion Search (SDS), Differential Evolution (DE), etc. [71]. The main aspect of these techniques is their flexibility for solving the optimisation problems that have different mathematical constraints. In a power system area, the competition between the electric utilities is gradually increased due to the deregulation of the electrical markets. For this reason, the generation expansion problem presents itself as an important issue that needs to be considered in order to achieve reasonable economic decisions. The applicable plan to address this problem is how to install new generation units that should meet the requirements of the power system such as load demand, power quality, reliability, operating conditions, and security [72]. In that case, while the generation expansion problem can be mathematically formulated such as high dimensional, mix-integer, nonlinear, and optimisation problem with an objective function, so the heuristic techniques have been developed to handle numerous qualitative problems which are common in the electric power field.

In general, many heuristic techniques have emerged to solve several optimisation problems in the power system area such as power system operation, voltage and reactive power control, capacitor placement, etc. These techniques are classified based on the type of search space and the objective function as follows. First, the Linear Programming (LP) is the simple optimisation technique that uses with the linear objective function and linear equality or inequality constraints [73]. This technique was applied for different power system problems such as economic dispatch [74, 75], planning and operation [76, 77, 78, 79], protection coordination [80, 81], maintenance scheduling [82], and state
estimation [83, 80, 84]. Similarly, an integer linear programming method is referred if and only if all or some variables are defined as integer values [73]. The application of this method was for power system security assessment [85], optimisation and design of the transmission system [86, 87, 88, 89], reliability analysis [90], planning of the distribution system [91], and load management [92]. Second, the Nonlinear Programming (NLP) is introduced for nonlinear objective function and constraints, but the researchers have noticed that it is a difficult field, and also valuable results are only achieved when all constraints are linear, so it is referred as Linearly Constrained Optimisation [93]. An extensive use of this technique was in the field of power system voltage security [94, 95], dynamic security [96, 97], reactive power control [98], planning and operation of the power system [99, 100, 101, 102, 103], optimal power flow [104, 105, 106, 107], capacitor placement [108], and unit commitment [109]. Third, Stochastic Programming is another technique that provides the probability functions of various variables in order to solve the problems that involve the uncertainty. It also has an alternative name which is called Dynamic Programming (DP) [110]. Although this method is widely used for optimisation problems, the numerical solution requires more computational process which increases the probability of suboptimal results because of the dimensionality problem. For instance, the application of using this method was for solving power optimisation problems such as unit commitment [111, 112], and power system planning and operation at the distribution system level [110, 113, 114, 115].

In the same way, Genetic Algorithm (GA) and Particle Swarm Optimisation (PSO) are computational-intelligence based techniques that proposed to solve the above problems. GA is a search method that emulates the evolutionary biology to find the approximate optimal solutions [116]. Although, a good solution can be located rapidly, it also has some negative aspects, namely: (1) the convergence moves toward the local solution rather than the global solution because only good genetic information can be passed, (2) it is difficult to run with sets of the dynamic data, and (3) in a particular optimisation problems and computation time, simple optimisation technique may gives better results than GA.

In contrast, the PSO is also an Evolutionary Computation (EC) technique that uses the dynamics of the swarm to find the solutions for the optimisation problems. The main aspect of this technique is that the size and nonlinearity of the problems do not largely affect the solution [117]. As reported in [118, 119], the best results are achieved by the PSO algorithm compared to other optimisation techniques. This is because it outperforms other methods, especially GA in some positive aspects, namely:

1. The PSO is easier to implement with less parameters for tuning.
2. The memory capability of the PSO is more effective than the GA because each particle is able to remember its own previous best position and its neighbours’ best too.

3. The PSO is more efficient to maintain the diversity of the swarm. This is because the swarm uses the most successful information to move toward the best which is similar to the community social behaviour. While, the GA neglects the worse solution and passes only the good ones.

For these reasons, and based on the above review of the numerous heuristic techniques, PSO algorithm has been proposed in this work to solve an optimisation problem in order to improve the quality of the power supply in a microgrid operation scenario.

The remaining part of this chapter is divided into five main sections. Section 3.1 presents the basic concept of the Particle Swarm Optimisation technique. In Section 3.2, the implemented PSO algorithm is described in detail. Section 3.3 demonstrates the applied fitness function that is used to evaluate the search process of the PSO algorithm. In Section 3.4, the termination criterion is described to explain the strategy of stopping the search process of the algorithm. Finally, the conclusions are outlined in Section 3.5.

### 3.1 Particle Swarm Optimisation (PSO): Basic Concepts

The PSO algorithm was proposed by Kennedy and Eberhart in 1995. This algorithm simulates the social behaviour of the swarm such as schools of fish, flocks of birds, or swarm of bees where they find food together in a specific area. Therefore, this algorithm uses swarm intelligence concept which can be defined as a collective behaviour of unsophisticated agents when they create coherent global functional patterns by interacting locally with their environment [120]. In nature, the journey of the swarm of bees is the best example to understand the conception of the PSO approach [121]. Imagine that this swarm searches to find higher concentration place of the flowers in the field. Initially, the swarm starts looking for the flowers in random locations and velocities with no prior knowledge about the field. At this stage, each bee can remember the locations of the most flowers, as well as knows the other locations of the abundance flowers which found by its neighbours. In that case, as shown in Figure 3.1a, depending on the location of the most flowers that is personally pointed, and the location that is discovered and reported by the rest of the swarm bees, the hesitant bee accelerates in both directions, and alters its trajectory to move towards best position based on the social influence that dominates its decision. After this, a bee or
swarm may discover new place with higher density flowers compared to previous one, so they move to modify their locations towards this new place. In like manner, when a place with more flowers is discovered by one bee later, the whole bees of the swarm draw towards this location in addition to their own personal detection. Consequently, after exploring the field and flying over the best density places, the bees are being pulled back towards them. They keep checking the location that they fly over in order to find the absolute best density of the flowers against the last encountered location. Eventually, the bees drive themselves into one position with the highest concentration of the flowers, and then all bees of the swarm gather around this point. Moreover, they continually return back to same point when they are unable to find the highest flowers concentration as shown in Figure 3.1b.

In conclusion, it can be noticed that the bees’ journey is accomplished based on three main concepts, namely: intelligence, social, and the computational characteristics, which are already used as a fundamental cornerstones of the PSO algorithm. For more explanations, these concepts are described in the next subsections as follows.

3.1.1 Social Concepts

The social concept usually refers to the interaction and the collective coexistence between the members of group of humans or other animals. In other words, this concept describes the living characteristics of such groups in the environment, irrespective of whether they are aware or not of their interaction, and regardless of the interaction is voluntary or involuntary. In the AI applications, the social term is widely used and its adjectives like
behaviour, orientation, interest, or need of each other play a vital role in establishing the idea of these applications. Therefore, while different social theories are considered in many AI approaches, the idea of the PSO algorithm is proposed based on two main theories as follows [120]. First, “human intelligence results from social interaction”. That means activities like evaluation, comparison, and learning from experience help humans to be familiar with the environment and establish optimal patterns of behaviour and attitudes. Second, “culture and cognition are inseparable consequences of human sociality”, which means the mutual social learning leads individuals to become more similar, thus the culture is acquired, and then more dealing between the individuals allows them towards more adaptive patterns of behaviour.

3.1.2 Swarm Intelligence

Swarm intelligence is the second concept that provides integrated operation of the PSO technique when it consolidates the social behaviour. This concept can be defined as a collective behaviour system that simulates the cooperative work of the swarm of ants, birds, or bees when they interact locally in nature. In other words, swarm intelligence is a kind of ability that almost uses to solve an optimisation problem in the artificial intelligence applications. Additionally, it is important to explain that swarm intelligence includes two fundamental concepts, namely: the concept of a swarm that suggests multiplicity, randomness, stochasticity, and messiness, and the concept of intelligence that suggests a method for solving a problem which is somehow successful. As a result, the members of the swarm “population” should be able to work based on five fundamental principles that clarify the concept of the swarm intelligence as follows [122, 123, 124].

1. **Proximity**: the population should be able to run in simple space and time computation.

2. **Quality**: the population should be able to respond to the quality factors in the environment.

3. **Diverse Response**: the population should not limit their activities over restricted spaces.

4. **Stability**: the population should not change their behaviour once the environment changes.
5. **Adaptability**: the population should be able to change their behaviour when it is necessary to obtain worthy results.

In a PSO, the term “population” refers to the particles which are subject to the best mode of behaviour. These particles can run in two modes: stochastic mode and deterministic mode. Accordingly, they frequently adjust their trajectories, after starting the search process, in order to find the best position. As shown in Figure 3.2, while each particle is able to move randomly, it is mostly attracted towards the current global best position $X_{gbest}$, as well as keeps its own best position $X_{pbest}$ in memory. Also, when each particle discovers a new position which is better than any previously encountered positions, then it updates that as a new current best position [125]. Consequently, a number of current best positions results for all particles at any time of iterations, so the global best position can be pointed over all current best positions until the process achieves the objective or at a maximum number of iterations.

![Figure 3.2: Schematic diagram of particle movement in a PSO technique](image)

**3.1.3 Computational Characteristic**

A computational characteristic is another positive feature that can describe the computational process of the PSO algorithm. That is because the PSO algorithm mainly uses swarm intelligence which provides sufficient computational characteristics for most of AI approaches. In other words, swarm intelligence can be mathematically defined as an extension of evolutionary computation that employs softening parameterisation of logical operators such as AND, OR, and NOT. Recently, the AI approaches that proposed a concept based on swarm intelligence are widely used to solve the optimisation problems that occur in the most of engineering applications. However, due to the rapid increase of complexity, these approaches are useful when they are used in some applications, whereas may not give feasible results in others. Thereby, PSO has been proposed as an alternative
solution technique that employs a stochastic search process in order to find the optimum solution. This technique includes the scenarios of artificial life, social psychology, engineering, and computer science. PSO is also an extension of swarm intelligence concept and its states simultaneously change in many dimensions, so the main computational attributes of the PSO can be described as follows [120].

1. Updating all particles individually and in parallel.
2. Obtaining new particle’s value depends on the previous value and its neighbours.
3. Using the same rules for all updates.

In conclusion, the above-mentioned overview of the PSO and other types of AI applications gives clear impression that PSO algorithm outperforms other applications. That is because this algorithm was proposed with the aim of overtaking the common downsides of the most techniques which are applied in different fields of science. Moreover, it mostly provided good performance and results in many applications of the power system areas. Therefore, PSO algorithm has been employed in this work in order to improve the quality of the power supply for microgrid operation scenario. The following sections describe the main structure of this algorithm in detail.

### 3.2 Developed Heuristic Technique: PSO Algorithm

In this section, the implemented PSO algorithm has been outlined based on the fundamental concepts described above. The essential steps of this algorithm are represented in a flowchart diagram shown in Figure 3.3. These steps describe that this algorithm is an iterative technique that searches the space to determine the optimal solution for an objective function (fitness function). The PSO algorithm evaluates itself based on the movement of each particle as well as the swarm collaboration. Each particle starts to move randomly based on its own best knowledge and the swarm’s experience. It is also attracted towards the location of the current global best position $X_{gbest}$ and its own best position $X_{pbest}$ [125]. Therefore, the basic rules of this algorithm can be explained in three main stages:

1. Evaluating the fitness value of each particle.
2. Updating local and global best fitness and positions.
3. Updating the velocity and the position of each particle.
Mathematically, the search process can be expressed by simple equations, using the position vector \( X_i = [x_{i1}, x_{i2}, ..., x_{in}] \) and the velocity vector \( V_i = [v_{i1}, v_{i2}, ..., v_{in}] \) in the specific dimensional search space. In addition, the optimality of the solution in the PSO algorithm depends on each particle position and velocity update using the following equations [126]:

\[
V_i^{k+1} = w \cdot V_i^k + c_1 \cdot r_1 \cdot [X_{pbest}^k - X_i^k] + c_2 \cdot r_2 \cdot [X_{gbest}^k - X_i^k] \tag{3.1}
\]

\[
X_i^{k+1} = X_i^k + V_i^{k+1} \tag{3.2}
\]

where \( i \) is the index of the particle; \( V_i^k, X_i^k \) are the velocity and position of particle \( i \) at iteration \( k \), respectively; \( w \) is the inertia constant and it is often in the range \([0, 1]\); \( c_1 \) and \( c_2 \) are the cognitive coefficients which are usually between \([0, 2]\); \( r_1 \) and \( r_2 \) are random values which are generated for each velocity update; \( X_{gbest} \) and \( X_{pbest} \) are the global best position that is achieved so far based on the swarm’s experience, and the local best position of each particle that is achieved so far, based on its own best position, respectively. Moreover, each term in Equation (3.1) can be defined according to its task as follows:

- The first term \( w \cdot V_i^k \) is called the **inertia component**; it is responsible for keeping the particles search in the same direction. The low value of the inertia constant \( w \) accelerates the swarm’s convergence toward the optimum position, while the high value discovers the entire search space.

- The second term \( c_1 \cdot r_1 \cdot [X_{pbest}^k - X_i^k] \) is called the **cognitive component**; it represents the particle’s memory. The particle tends to return to the field of search space in which it has high individual fitness and the cognitive coefficient \( c_1 \) affects the step size of the particle to move toward its local best position \( X_{pbest} \).

- The third term \( c_2 \cdot r_2 \cdot [X_{gbest}^k - X_i^k] \) is called the **social component**; it is responsible to move the particle toward the best region found by the swarm so far. The social coefficient \( c_2 \) affects the step size of the particle to find the global best position \( X_{gbest} \).

According to Equation (3.2), the position of each particle updates itself by using the new velocity and its previous position. In this case, a new search process starts over the updated search space in order to find the global optimum solution. This process repeats itself until it meets the termination criterion such as the maximum number of iterations or the required fitness value. Consequently, regenerating the swarm through a stochastic velocity term and the ability of understanding, the search process produces high performance operation
to find the global optimum solution. Therefore, the PSO algorithm has more advantages than other iterative searching methods such as the GA, which passes only good genetic information to the descendants.

On the contrary, a confined search space is the only significant limitation of the PSO algorithm. A fast solution can be achieved by selecting limited search space, but the optimality of the solution will be influenced if the global optimum value is located outside the boundaries. Extended boundaries however allow finding global optimum results, but need more time to determine the global optimal value in the search space. Therefore, more information about the limits of the parameters will help to determine the search boundaries.

In order to address this problem, a small-signal state-space model is developed in Chapter 7 for the purpose of investigating the dynamic stability for the microgrid. In this work, the linearised state-space model is defined to examine the system stability through the eigenvalue analysis. This model is also used with the aim of testing the sensitivity of the control parameters. Therefore, the PSO algorithm has been used to the find optimum power controller parameters, so appropriate ranges of the control parameters can be selected and prepared for the applied optimisation technique.

### 3.3 Fitness Function

The fitness function is a particular criterion that is used to evaluate an automatic iterative search such as PSO or GA. In this case, regarding the control objectives, the minimisation of error-integrating function is the most relevant function of the four error criteria techniques, namely: 1) **Integral Absolute Error (IAE)**, 2) **Integral Square Error (ISE)**, 3) **Integral Time Square Error (ITSE)**, and 4) **Integral Time Absolute Error (ITAE)**; which offered the best results in the previous study [127]. The *ISE* and *ITSE* are very aggressive criteria because squaring the error produces unrealistic evaluation for punishment. Also, the *IAE* is an inadequate technique compared with the *ITAE* which represents more realistic error index because the error multiplies by time. For these reasons, the controller’s objective function is formulated based on *ITAE* in this work, which is calculated using Simpson’s *1/3 rule*.

Accordingly, many numerical approximations integrals can be used to find the integration for functions defined by set of values. Figure 3.4 shows the more sophisticated techniques that determine the definite integral from data values. These techniques can be described as follows.
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Figure 3.3: Flowchart diagram of the implemented PSO algorithm
1. **Mid-ordinate rule**: This method represents a function by a horizontal line \((y = A,\) where \(A\) is a constant value) through the mid-ordinate line to delineate the upper extent of the area of a strip. As shown in Figure 3.4a, when there are two points, a straight line is draw through the value of the function at the mid-point between the two values, i.e. at \(1/2(b - a)\). The estimated area is taken as being the value of the function \(y_1\) at the mid-ordinate multiplied by \((b - a)\), which is given by:

\[
\int_{a}^{b} f(x)dx \approx (b - a)y_1
\]  

(3.3)

Assuming that the area under the function between the ordinates is subdivided into \(n\) rectangular strips, the mid-ordinate rule can be separately applied to each strip and the estimated area expressed as:

\[
\int_{a}^{b} f(x)dx \approx \frac{(b - a)}{n}(y_1 + y_2 + y_3 + ... + y_n)
\]  

(3.4)

2. **Trapezium rule**: This method assumes a function by a sloped line \((y = A+Bx,\) where \(A\) and \(B\) are constants) joining the tops of two ordinates as shown in Figure 3.4b, the obtained area of the trapezium is half the sum of the parallel sides multiplied by its width, i.e. \(1/2(y_a + y_b)(b - a)\). Thus, the estimated area can be expressed as:

\[
\int_{a}^{b} f(x)dx \approx (b - a)\frac{1}{2}(y_a + y_b)
\]  

(3.5)
Similar to the first rule, the best value for the integration can be obtained when the area under the curve is subdivided into \( n \) equal width strips. In this case, the approximated area using trapezium rule can be expressed as:

\[
\int_a^b f(x) \, dx \approx \frac{(b - a)}{n} \left[ \frac{1}{2} (y_a + y_b) + y_1 + y_2 + \ldots + y_n \right]
\]  

(3.6)

3. **Simpson’s rule**: This method uses the area under the function \( y = A + Bx + Cx^2 \), where \( A \), \( B \), and \( C \) are constants) between \( x_1 \) and \( x_2 \) (see Figure 3.4c), which is given by:

\[
\int_{x_1}^{x_2} (A + Bx + Cx^2) \, dx \approx \frac{1}{6} (x_2 - x_1) \left[ y_1 + 4y_m + y_2 \right]
\]  

(3.7)

where \( y_1 = A + Bx_1 + Cx_1^2 \), \( y_2 = A + Bx_2 + Cx_2^2 \), and \( y_m = A + B(x_1 + x_2)/2 + C\{(x_1 + x_2)/2\}^2 \), which is located at the midpoint between \( x_1 \) and \( x_2 \), i.e. \((x_1 + x_2)/2 \). As shown in Figure 3.5, assuming that the area under the curve is divided into an even number of strips \( n \), then the area of each double strips can be approximated using Equation (3.7), and the width of each double strips is \( 2(b - a)/n \). The reason for the double strip is to enable the central ordinate of each strip to give \( y_m \) value in Equation (3.7). This method called Simpson’s 1/3 rule, and the integration between \( a \) and \( b \) can be expressed as:

\[
\int_a^b f(x) \, dx \approx \frac{1}{3} \frac{b - a}{n} \left[ y_a + 4y_1 + 2y_2 + 4y_3 + 2y_4 + 4y_5 + y_b \right]
\]  

(3.8)

![Figure 3.5: Area under the curve using Simpson’s rule](image)
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In conclusion, the performance of these methods can be evaluated through the error value obtained by the numerical integration. This error can be defined as a difference between the true value of that integral and the calculated value. In other words, based on the results of an example of the integral, halving the width of strips and doubling the number of strips using the first two methods, respectively reduce the error to be proportional to the reciprocal of the square of the number of strips, whereas Simpson’s 1/3 rule decreases the error to be proportional to the square of the fourth power of the number of strips. As a result, it can be noticed that Simpson’s 1/3 rule is much better compared with the other rules, and an accurate results can be obtained within few strips.

3.4 Termination Criteria

In general, the termination criteria of a PSO algorithm can be either when the algorithm completes the maximum number of iterations or achieves an acceptable fitness value. In this work, the minimisation of the objective function is considered with the maximum number of iterations to find optimum power control parameters. The implemented PSO algorithm and its objective function are individually constructed for each DG unit that allows dealing with more than one DG unit under the supervision by the Microgrid Control Centre (MGCC) unit. In a more detailed, the performance of the applied PSO search process can be described as follows:

1. The *ITAE* performance index is the objective function that is separately implemented on each control objective such as voltage, frequency, and active and reactive power. In this case, the results would be referred to the difference between the set-values which may either be defined locally or by the MGCC unit and the computed area of the controlled signals over the limited time which are calculated using Simpson’s 1/3 rule. This function is incorporated using a MATLAB/M-file program, and the pseudo code of calculating this function is outlined in Algorithm 3.1. In this work, the results that show the performance of the *ITAE* index with respect to the number of iterations are outlined in the next chapters, Subsections 4.4.1, 5.4.1, and 6.2.1.

2. The PSO is executed in three phases. First, as shown in Algorithm 3.2, PSO sequentially injects *n* particles when the control objective is being violated, thus the system reacts to each one as a control parameter value, and simultaneously the fitness value is calculated for each control objective as described in Algorithm 3.1. Second, after
Algorithm 3.1 ITAE using Simpson’s 1/3 rule

**Require:** A difference between set-point and measured value of the control objective (error).

**Ensure:** A value of the objective function $f(x)$ for each particle over limited time.

1: $k = k + 1$, $k = 1 \rightarrow n$ particles
2: $t = t + 1$, (iteration counter)
3: IF control objective violated, THEN
4: Absolute the error
5: Compute $f(x)$ Simpson’s 1/3 rule.
6: RETURN
7: ELSE
8: $f(x) =$best so far;
9: ENDIF

The particles have been injected, the PSO algorithm runs to evaluate and compare the fitness value of each particle with the current values to select the local best position $X_{pbest}$. Then, the algorithm updates the particle’s position according to Equations (3.1) and (3.2) in order to repeat the process until the global optimum parameter $X_{gbest}$ is found, which represents the best selected value of the controller parameter.

A MATLAB/M-file program is also used to implement this process and the pseudo code of these steps are outlined in Algorithm 3.3. In the next chapters, the movement behaviour of the particles are described for all cases that require new control parameters such as the transition from grid-connected to the islanded operation mode or at the load change condition. The figures shown in Subsections 4.4.1, 5.4.1, and 6.2.1 confirm that the particles finish their movements at the best positions, and the power control parameters stay at the optimum global values which satisfy the control objectives.

Algorithm 3.2 Injecting $n$ particles of swarm

**Require:** Difference between set-point and measured value of the control objective (error), a swarm of $n$ particles $(x_1 \rightarrow x_n)$.

**Ensure:** A number of particles sequentially inject when control objective is violated $f(x) = x$, $x = x_1, x_2, ...x_n$.

1: $k = k + 1$, $k = 1 \rightarrow n$ particles
2: IF control objective violated, THEN
3: $f(x_k) = x_k$;
4: RETURN
5: ELSE
6: $f(x) = 0$;
7: ENDIF
Algorithm 3.3 Search process for finding optimum position $X_{gbest}$

Require: A difference between set-point and measured value of the control objective ($error$), a swarm of $n$ particles ($x_1 \to x_n$),

Ensure: Find global best position $f(x) = X_{gbest}$ for minimum $ITAE$ value.

1: IF control objective violated, THEN
2: WHILE (criterion)
3: $t = t + 1$ (iteration counter)
4: FOR loop over all $n$ particles
5: Evaluate objective function for each particle
6: Generate new velocity
7: Calculate new locations
8: Find the local best position
9: ENDFOR
10: Find the current global position
11: ENDMILE
12: Find the final result $X_{gbest}$
13: $A = X_{gbest}$, save best global
14: $f(x) = X_{gbest}$
15: RETURN
16: ELSE
17: $f(x) = A$;
18: ENDF

3.5 Conclusions

In this chapter, the PSO algorithm has been proposed for solving an optimisation problem that is related to improving the quality of the power supply in a microgrid scenario. The basic concept of this algorithm is described in this chapter along with the review of other techniques which are used in different optimisation problems. As a consequence, PSO algorithm has emerged as an efficient optimisation approach which can provide reliable solutions for wide range of optimisation problems. The implemented PSO algorithm is demonstrated in detail in this chapter, and the objective function and the termination criterion are also presented, with the aim of describing the complete operation scenario of this technique. In this project, the results that show the performance of the implemented PSO algorithm are included in the next three chapters based on the outlined optimisation problem. Therefore, according to the modelling results achieved in these chapters, the PSO algorithm has been proven as a logical process with high performance of operation. Moreover, the validity of the selected control parameters using this algorithm is proven through the stability analysis as shown in Chapter 7. Thus, the implementation advantages are as follows. First, few particles are required to tune the parameters that provide high speed optimisation process and robust convergence. Second, the so far best parameters can be used as initial values. Third, the algorithm can be individually constructed for each
control objective, so precise results can be expected. Consequently, it can be proven that the PSO algorithm exhibits high speed, high accuracy and high reliability.
Chapter 4

VOLTAGE AND FREQUENCY REGULATION BASED DG UNIT IN AN AUTONOMOUS MICROGRID OPERATION

In a microgrid, the voltage and frequency regulation in the islanding operation mode is considered to be an important issue due to the rapid growth in proliferation of the DG units. This problem occurs once the microgrid is subject to sudden changes such as the transition from the utility to the islanding operation mode or during load change condition. In this case, the quality of the power supply is directly affected by the collapsed voltage and frequency, so this problem needs to be addressed in order to obtain integrated microgrid operation. Moreover, the subject of this regulation is mostly investigated through the controlled VSI systems that is supposed to provide flexible control and operation of the connected DG unit. For this reason, it is important to propose the control strategy that would be responsible for ensuring acceptable limits of the microgrid voltage and frequency, thus improving the quality of the power supply whether the microgrid transfers from the grid to the islanding operation mode or during load change condition.

In this chapter, an optimal power control strategy is proposed for the VSI system based DG unit in an autonomous microgrid operation based on real-time self-tuning method. The aim of this controller is to improve the quality of power supplied by DG units connected in the microgrid. Voltage and frequency regulation, dynamic response, steady-state response, and harmonics distortion are the main performance parameters which are considered here, particularly when the microgrid is islanded or at the load change condition. The controller scheme is composed of an inner current control loop and an outer power control loop based on a synchronous reference frame and conventional PI regulators. The power controller is designed for voltage-frequency (Vf) power control mode. Particle Swarm Optimisation
is an intelligent searching algorithm that is applied for real-time self-tuning of the power control parameters. The proposed strategy is that when the microgrid is islanded or under load change condition, the DG unit adopts the Vf control mode in order to regulate the system voltage and frequency. The results show that the proposed controller offers an excellent response to satisfy the power quality requirements and proves the validity of the proposed strategy.

The remaining part of this chapter is divided into five main sections. Section 4.1 presents a mathematical foundation of a three-phase grid-connected VSI model. In Section 4.2, the VSI control strategy is demonstrated for microgrid in the islanding operation mode. Section 4.3 describes the proposed control strategy in detail. In Section 4.4, the simulation results are analysed to verify the aims of this work. Finally, the conclusions are outlined in Section 4.5.

4.1 Modelling of Three-Phase Grid-Connected VSI System

A typical model of the three-phase grid-connected VSI with an LC filter is depicted in Figure 4.1, where $R_s$ and $L_s$ represent the equivalent lumped resistance and inductance of the filter, the coupling transformer if applicable, and the grid as detected by the inverter. $C$ is the filter capacitance and $V_s$ is the grid voltage.

In the $abc$ reference frame, the state space equations of the system equivalent circuit
are given by [128]:

\[
\frac{d}{dt}\begin{bmatrix}
  i_a \\
  i_b \\
  i_c
\end{bmatrix} = \frac{R_s}{L_s} \begin{bmatrix}
  i_a \\
  i_b \\
  i_c
\end{bmatrix} + \frac{1}{L_s} \left( \begin{bmatrix}
  V_{sa} \\
  V_{sb} \\
  V_{sc}
\end{bmatrix} - \begin{bmatrix}
  V_a \\
  V_b \\
  V_c
\end{bmatrix} \right)
\] (4.1)

Using Park’s transformation, Equation (4.1) can be expressed in the \(dq\) reference frame as:

\[
\frac{d}{dt}\begin{bmatrix}
  i_d \\
  i_q
\end{bmatrix} = \begin{bmatrix}
  -\frac{R_s}{L_s} \omega & -\omega \\
  -\omega & -\frac{R_s}{L_s} \omega
\end{bmatrix}\begin{bmatrix}
  i_d \\
  i_q
\end{bmatrix} + \frac{1}{L_s} \left( \begin{bmatrix}
  V_{sd} \\
  V_{sq}
\end{bmatrix} - \begin{bmatrix}
  V_d \\
  V_q
\end{bmatrix} \right)
\] (4.2)

where \(\omega\) is the coordinate angular frequency, and the Park’s transformation can be defined as:

\[
i_{dq0} = Ti_{abc}
\] (4.3)

where

\[
i_{dq0} = \begin{bmatrix}
  i_d \\
  i_q \\
  i_0
\end{bmatrix},
i_{abc} = \begin{bmatrix}
  i_a \\
  i_b \\
  i_c
\end{bmatrix}
\] (4.4)

\[
T = \frac{2}{3} \begin{bmatrix}
  \cos\theta & \cos(\theta - \frac{2\pi}{3}) & \cos(\theta + \frac{2\pi}{3}) \\
  -\sin\theta & -\sin(\theta - \frac{2\pi}{3}) & -\sin(\theta + \frac{2\pi}{3}) \\
  \frac{1}{2} & \frac{1}{2} & \frac{1}{2}
\end{bmatrix}
\] (4.5)

\(\theta = \omega_s t + \theta_o\) is the synchronous rotating angle, \(\theta_o\) represents the initial value. To be continued with this modelling, the state space equations of the proposed power control mode and the current controller can be found in Subsections 4.3.1 and 4.3.2, respectively.

### 4.2 VSI Control Strategy in Islanding Mode

In contrast to large generators, DG units can be classified into three energy source types, namely: variable speed (variable frequency) source such as wind energy, high speed (high frequency) source such as micro-turbine generators, and direct energy conversion source such as photovoltaic and fuel cells. For this reason, it is necessary to use a VSI to interface the DG unit to the grid and provide flexible operation [6]. As shown in Figure 4.1, the power circuit of the VSI based DG unit is associated with the control structure, so the
controlled operation of the DG unit relies on the inverter control mode. For instance, in the grid-connected mode, the DG unit operates as a PQ generator and the inverter should follow the active-reactive power (PQ) control mode, while voltage and frequency regulation are not required because the grid voltage is fixed. However, in the islanded mode, the DG units are expected to meet the load demand with respect to the quality of power supply. In this case, the voltage and frequency are not fixed, and the inverter should follow the Vf control mode taking into account the inverter power rating for power sharing issues [129]. Therefore, an appropriate power control mode can result in the high performance operation of the DG unit. The following subsection presents the most relevant power control strategy for the islanding operation mode.

4.2.1 Vf Control Strategy

For a reliable operation of the microgrid, it is necessary to ensure the seamless transition between the microgrid modes, and also keep a stable operation during the islanding mode in terms of regulating the microgrid voltage and frequency with respect to the load demand. In this case, the DG units must follow the load demand and maintain the voltage and frequency within threshold limits, so the Vf control mode has to be adopted by one or more DG units in order to satisfy the above requirements [130]. The block diagram of this application is shown in Figure 4.2. Since the reference voltage and frequency values can be defined locally or by the Microgrid Control Centre (MGCC), the frequency can be measured by the Phase-Locked-Loop (PLL) application, and the $V_{rms}$ is given by [46]:

$$V_{rms} = \sqrt{V_d^2 + V_q^2}$$  \hspace{1cm} (4.6)

Figure 4.2: VSI based Vf power controller

4.3 The Proposed Control Strategy

This section presents the proposed power controller for a three-phase grid-connected VSI system. As shown in Figure 4.3, the controller scheme consists of three main blocks, namely: power controller, linear current controller, and PSO algorithm for real-time self-
tuning of the power control parameters. The following subsections describe the functionality of each block in more detail.

4.3.1 Power Control Strategy

The purpose of using this strategy is to improve the quality of power supply in terms of the control objective mode. As shown in Figure 4.3, the left side depicts the block diagram of the proposed power controller based on two PI regulators. This controller represents the outer control loop which is employed to generate the reference current vectors \( i_d^* \) and \( i_q^* \). Consequently a relatively slow change of the reference current trajectory would ensure high quality of the inverter output power, indicating that the control objective has been achieved. In this work, the \( V_f \) control strategy based on the PSO algorithm is proposed for the VSI based DG unit; the system voltage and frequency are the main control objectives which must be achieved during the islanding operation mode. This strategy is designed to respond to sudden changes such as starting the islanding operation mode, or at load change condition. In this case, the controller regulates the voltage and frequency based on their reference values \( (V_{ref} \text{ and } f_{ref}) \), and the PSO is an intelligent process which provides optimum control parameters in order to release qualified reference current vectors. Accordingly, in a \( dq \) reference frame and based on two PI regulators, the reference current vectors can be expressed as:

\[
i_d^* = (V_{ref} - V)(K_{pv} + K_{iv}/s)
\]

\[
i_q^* = (f_{ref} - f)(K_{pf} + K_{if}/s)
\]

4.3.2 Current Control Strategy

The objective of this controller is to ensure accurate tracking and short transients of the inverter output current. As shown in Figure 4.3, the right side depicts the block diagram of the current control loop the design of which is based on a synchronous reference frame. The linear current controller based on SVPWM and open loop voltage type is utilised with the inner current feedback loop. This controller is usually used in a way that the voltage is applied to the inductive \( R - L \) impedance, so that an impulse current in the inductor has a minimum error. The PLL block is required to detect the voltage phase angle in order to implement Park’s transformation in the control scheme. Two PI regulators are used to
Figure 4.3: The proposed power controller scheme
eliminate current error, and both the inverter current loop and the grid voltage feed-forward loop are employed to improve the steady state and dynamic performance. Consequently, the output signals of the controller represent the reference voltage signals in the \(dq\) frame. It is followed by the inverse Park’s transformation and Clarke’s transformation (see Appendix A), so that the controller generates the reference voltage signals in \(\alpha\beta\) stationary frame, synthesising six pulses for the SVPWM in order to fire the Insulated-gate Bipolar Transistor (IGBT) inverter. Moreover, use of the SVPWM technique ensures that the controller provides the desired output voltage vectors with less harmonic distortion. Appendix B presents more information about the SVPWM technique.

In the synchronous \(dq\) frame, based on Equation (4.2), the reference voltage signals can be expressed as:

\[
\begin{bmatrix}
    V_d^* \\
    V_q^*
\end{bmatrix} =
\begin{bmatrix}
    -K_p & -\omega L_s \\
    \omega L_s & -K_p
\end{bmatrix}
\begin{bmatrix}
    i_d \\
    i_q
\end{bmatrix} +
\begin{bmatrix}
    K_p & 0 \\
    0 & K_p
\end{bmatrix}
\begin{bmatrix}
    i_d^* \\
    i_q^*
\end{bmatrix}
\]

\[+
\begin{bmatrix}
    K_i & 0 \\
    0 & K_i
\end{bmatrix}
\begin{bmatrix}
    X_d \\
    X_q
\end{bmatrix} +
\begin{bmatrix}
    V_{sd} \\
    V_{sq}
\end{bmatrix}
\]

(4.9)

where the superscript "*" denotes the reference values, \(\frac{dX_d}{dt} = i_d^* - i_d\), and \(\frac{dX_q}{dt} = i_q^* - i_q\).

Using Clarke’s transformation, Equation (4.9) can be transformed into \(\alpha\beta\) stationary frame, as shown in the following equation:

\[
\begin{bmatrix}
    V_\alpha \\
    V_\beta \\
    V_0
\end{bmatrix} =
\frac{2}{3}
\begin{bmatrix}
    V_a \\
    V_b \\
    V_c
\end{bmatrix}
\begin{bmatrix}
    1 & -\frac{1}{2} & -\frac{1}{2}
    0 & \frac{\sqrt{3}}{2} & -\frac{\sqrt{3}}{2}
    \frac{1}{2} & \frac{1}{2} & \frac{1}{2}
\end{bmatrix}
\]

(4.10)

Furthermore, the inductor current is obtained using a Low Pass Filter (LPF) [46]. In this work, the LPF is presented as a first-order transfer function which is given by:

\[
f \frac{1}{1 + sT_i} = f_l
\]

(4.11)

where \(f\) is the filter input value, \(f_l\) is the filtered value, and \(T_i\) is the time constant.

### 4.4 Simulation Results

The model of a three-phase grid-connected VSI system and the proposed controller are simulated using MATLAB/Simulink environment, and are depicted in Figure 4.1. The PSO algorithm is implemented through a MATLAB/M-file program, and the model parameters
are defined as follows: $L_s = 5 \text{ mH}$, $R_s = 1.4 \text{ Ω}$, $f = 50 \text{ Hz}$, filter capacitance $C = 50 \mu\text{F}$, and the input capacitor of the dc side is set to $5000 \mu\text{F}$. One DG unit with rating $50 \text{ kW}$ is used. Typically, the current control parameters are set to $K_p = 12.656$ and $K_i = 0.00215$. For the SVPWM-based current controller, switching and sampling frequency are fixed at $10 \text{ kHz}$ and $500 \text{ kHz}$, respectively. All results are in a per-unit (p.u.) system, and the following objectives are investigated:

### 4.4.1 PSO Algorithm Results

As described in Chapter 3, the PSO algorithm is proposed in order to find optimum Vf power control parameters based on the minimum value of the error-integrating function. In this chapter, PSO algorithm and its objective function are individually constructed for each control objective for one DG unit, which allows dealing with more than one DG unit under the supervision by the MGCC. The voltage and frequency are two control objectives which are considered in this work. The set-point values for voltage ($V_{ref}$) and frequency ($f_{ref}$), which can be noticed in Equations (4.7) and (4.8), respectively are assumed to be set by the MGCC, so the function of the applied optimisation technique is to find the optimal power control parameters based on minimum error between the set-points and their measured values. In this work, Table 4.1 shows the parameters of the applied PSO algorithm which sets to optimise 50 particles for each cycle of 50 iterations. More explanation about the selections of these parameters can be found in Chapter 3, Sections 3.2, 3.3 and 3.4. The search spaces of the parameters of the voltage control loop $K_{pv}$ and $K_{iv}$ are limited to $[0, -20]$ and $[0, 5e^{-3}]$, respectively. Similarly, the search boundaries of the parameters of the frequency control loop $K_{pf}$ and $K_{if}$ are set to $[0, 30]$ and $[0, 5e^{-3}]$, respectively. The simulation results shown in Figures 4.4 and 4.5 depict the differences between the set-value and the computed area of the controlled signals over the limited time; which are calculated using Simpson’s $1/3$ rule. It can be seen that the error decreases rapidly with the number of iterations, and the solution is steady towards the end.

<table>
<thead>
<tr>
<th>PSO Parameters Description</th>
<th>$K_{pf}$</th>
<th>$K_{if}$</th>
<th>$K_{pv}$</th>
<th>$K_{iv}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Acceptable violation (p.u.)</td>
<td>±0.01</td>
<td>±0.01</td>
<td>±0.1</td>
<td>±0.1</td>
</tr>
<tr>
<td>Initial velocity ($V$)</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Initial fitness value (best so far)</td>
<td>800</td>
<td>800</td>
<td>800</td>
<td>800</td>
</tr>
<tr>
<td>Inertia constant ($w$)</td>
<td>0.05</td>
<td>0.5</td>
<td>0.05</td>
<td>0.5</td>
</tr>
<tr>
<td>Cognitive coefficients ($c_1$ &amp; $c_2$)</td>
<td>0.09</td>
<td>0.1</td>
<td>0.09</td>
<td>0.1</td>
</tr>
</tbody>
</table>
To explain the movement behaviour of the swarm, Figures 4.6 to 4.9 and 4.10 to 4.13 depict the simulation results of the search process of the candidate particles for both cases: starting in islanding mode and load change condition, respectively. These particles select their trajectories based on their best fitness values. The results show that the particles finish their movements at the best positions, and the power control parameters stay at the optimum global values which are indicated in Table 4.2.

Table 4.2: Power Controller Parameters

<table>
<thead>
<tr>
<th>Control Parameters</th>
<th>Islanding Operation Mode</th>
<th>Load Change Condition</th>
</tr>
</thead>
<tbody>
<tr>
<td>( K_{pf} )</td>
<td>3.010859051739</td>
<td>2.561841587350</td>
</tr>
<tr>
<td>( K_{if} )</td>
<td>3.779371678977e-04</td>
<td>3.778269709488e-04</td>
</tr>
<tr>
<td>( K_{pv} )</td>
<td>-0.993692883859</td>
<td>-1.012858708331</td>
</tr>
<tr>
<td>( K_{iv} )</td>
<td>0.003377691047</td>
<td>0.0031963506784</td>
</tr>
</tbody>
</table>

Figure 4.4: Fitness values of the frequency control objective

Figure 4.5: Fitness values of the voltage control objective
Figure 4.6: Search process of $K_{pf}$ when the microgrid is islanded

Figure 4.7: Search process of $K_{if}$ when the microgrid is islanded
Figure 4.8: Search process of $K_{pv}$ when the microgrid is islanded.

Figure 4.9: Search process of $K_{iv}$ when the microgrid is islanded.
Figure 4.10: Search process of $K_{pf}$ at the load change condition

Figure 4.11: Search process of $K_{if}$ at the load change condition
Figure 4.12: Search process of $K_{pv}$ at the load change condition

Figure 4.13: Search process of $K_{iv}$ at the load change condition
4.4.2 Voltage and Frequency Regulation

To evaluate the proposed controller scheme, the simulation starts in the grid-connected mode, so the microgrid voltage and frequency are mainly established by the grid which is responsible to maintain their profiles.

At 0.6 s, the microgrid switches to the islanding operation mode. As shown in Figure 4.14, the load power is considered to be active power for simplicity and set to 4.65 (p.u.). The DG unit adopts the Vf power control mode based on PSO algorithm in order to mitigate the voltage drop and avoid a severe deviation of the frequency caused by a sudden move to the islanding mode or load change. In this mode, and as presented in Equations (4.7) and (4.8), the $V_{ref}$ and $f_{ref}$ of the proposed controller are set to 1 (p.u.). As a result, since the PSO algorithm and its results are discussed in Subsection 4.4.1, Figures 4.15 and 4.16 depict the results of the controlled voltage and frequency. These figures are resulted from the reaction between the proposed power controller and the applied PSO technique. For example, at 0.6 s, the system is islanded and Figure 4.16 shown that the frequency is going to fall around 0.7 s. At this time, the PSO algorithm started searching on new power control parameters (see Figures 4.6 and 4.7), because the frequency is decreased and reached the threshold limit ($\pm$0.01 p.u.). This process occurs even through the transient period. Thus, the frequency restored to be within the acceptable limits, and Figure 4.16 is a consequence of an automatic response of the proposed power controller. Consequently, the proposed controller reacts to starting the islanding mode and provides voltage and frequency equal to 0.96 p.u. and 0.9914 p.u., respectively.

At 1.8 s, the active load power is decreased to 4.55 p.u., so the PSO algorithm searches again to find the optimal parameters of the Vf power controller based on minimum error of the fitness function. As shown in Figures 4.15 and 4.16, the proposed controller still offers an excellent behaviour and maintains the system voltage and frequency equal to 1.067 p.u. and 1.0018 p.u., respectively.

Consequently, according to the acceptable limits which are outlined in Table 4.1, it can be noticed that the proposed strategy restores the microgrid voltage and frequency close to their reference values within $\pm$0.1 and $\pm$0.01 (0.5 Hz), respectively.

4.4.3 Dynamic and Steady State Response

In order to verify the dynamic response of the proposed controller, the inverter output current is stepped two times. First, when the microgrid is islanded at 0.6 s, then once the load is changed at 1.8 s. Figures 4.17 and 4.18 show the simulation results of the inverter
output line current. For both cases, it can be seen that the transient time is short and the current reaches steady state within two cycles.

For the steady-state response, Figures 4.19 and 4.20 depict the microgrid phase voltage and the inverter output line current of the islanding operation mode and load change condition, respectively. In this work, since the inverter output filter is utilised to bypass switching harmonics, and a LPF with low enough cut-off frequency to ensure sufficient attenuation for the harmonic content of the $dq$ current vectors is used, the results show that the waveforms are high-quality sinusoids with a unity power factor. Also, Figures 4.21 and 4.22 show the spectrum of the line current when the microgrid is islanded and during the load change, respectively. The THD values are 1.79% and 0.44% which are well below the 5% THD allowed in IEEE Std 1547-2003 [28].

![Graph of active load power over time](image)

Figure 4.14: The active load power
Figure 4.15: The microgrid voltage regulated by Vf controller

Figure 4.16: The microgrid frequency regulated by Vf controller
Figure 4.17: The dynamic response when the microgrid is islanded at 0.6 s.

Figure 4.18: The dynamic response when the load is changed at 1.8 s.
Figure 4.19: Transient and steady-state responses in islanding mode

Figure 4.20: Transient and steady-state responses during load change
Figure 4.21: Spectrum of the VSI line current of the islanding operation mode

Figure 4.22: Spectrum of the VSI line current during the load change
4.5 Conclusions

In this chapter, an optimal power control strategy has been proposed for an inverter based DG unit in order to improve the quality of the power supply in an autonomous microgrid operation. The proposed controller scheme consists of an inner current control loop and an outer Vf power control loop. The PSO algorithm has been incorporated into the Vf control mode to implement real-time self-tuning method in order to regulate the microgrid voltage and frequency, especially when the microgrid transits to the islanding operation mode or during load change. In addition, the controller is designed to investigate the dynamic response, steady-state response, and driving the harmonic currents through the inverter. The simulation results show that the proposed controller offers an excellent response of regulating the microgrid voltage and frequency, and achieves short transient time with satisfactory harmonics distortion level. Consequently, this controller can be used by more than DG unit in a microgrid scenario, considering the power sharing issue.
Chapter 5

POWER FLOW CONTROL IN
GRID-CONNECTED MICROGRID OPERATION
UNDER VARIABLE LOAD CONDITIONS

In the grid-connected mode, the system is obviously in steady state voltage and frequency due to the bulk power system. Therefore, with respect to the generation, load and market policies, the main function of this mode is to satisfy the load demand with the aim of reducing the imported power from the grid (Peak Shaving). In this case, the microgrid behaves either as a constant load power that draws power from the grid when the load demand is more than the rated power of the microgrid or as a source of the power supply that injects the excess power to the grid when the required load is less than the rated power of the microgrid. For this reason, the output active and reactive power of the connected DG units should be regulated via a controller regarding to their reference values. This controller should also be able to provide stable operation, fast dynamic response, and low static error. Therefore, it is necessary to propose an appropriate power control mode for the connected DG unit that helps to provide the pre-defined active and reactive power.

In this chapter, an optimal power flow controller is proposed for a utility connected microgrid based on a real-time self-tuning method. The purpose of this work is to control the flow of the active and reactive power between the main grid and the microgrid composed of DG units. Sharing power at the desired ratio by the DG units is the main performance parameter which is considered during the load change. This chapter also shows the response of the controller in situations where the load is either higher or greatly lower than the rated power of the DG unit. In this work, the controller scheme is composed of an inner current control loop and an outer power control loop based on a synchronous reference frame and the conventional PI regulators. The power controller is designed for active-reactive power
(PQ) control strategy. Particle Swarm Optimisation is an intelligent searching algorithm that is applied for real-time self-tuning of the power control parameters. In this work, the proposed strategy is that the required load power is shared equally between the microgrid and the utility based on the PSO algorithm during the load change. The utility supplies the difference power when the load is more than the power generated by the microgrid, while it injects the extra power to the grid when the load is less than the power generated by the microgrid. The results show that the proposed controller offers an excellent response and proves the validity of the proposed strategy.

The remaining part of this chapter is divided into five main sections. Section 5.1 presents a mathematical foundation of a three-phase grid-connected VSI model. In Section 5.2, the VSI control strategy is demonstrated for the grid-connected operation mode. Section 5.3 describes the proposed control strategy in detail. In Section 5.4, the simulation results are analysed to verify the aims of this work. Finally, the conclusions are outlined in Section 5.5.

5.1 Modelling of Three-Phase Grid-Connected VSI System

A typical model of the three-phase grid-connected VSI with an LC filter is depicted in Figure 5.1, where \( R_s \) and \( L_s \) represent the equivalent lumped resistance and inductance of the filter, the coupling transformer if applicable, and the grid as detected by the inverter. \( C \) is the filter capacitance and \( V_s \) is the grid voltage.

In the \( abc \) reference frame, the state space equations of the system equivalent circuit are given by [128]:

\[
\frac{d}{dt} \begin{bmatrix} i_a \\ i_b \\ i_c \end{bmatrix} = \frac{R_s}{L_s} \begin{bmatrix} i_a \\ i_b \\ i_c \end{bmatrix} + \frac{1}{L_s} \begin{bmatrix} V_{sa} \\ V_{sb} \\ V_{sc} \end{bmatrix} - \begin{bmatrix} V_a \\ V_b \\ V_c \end{bmatrix} \]

(5.1)

Using Park’s transformation, Equation (5.1) can be expressed in the \( dq \) reference frame as:

\[
\frac{d}{dt} \begin{bmatrix} i_d \\ i_q \end{bmatrix} = \begin{bmatrix} -\frac{R_s}{L_s} & \omega \\ -\omega & -\frac{R_s}{L_s} \end{bmatrix} \begin{bmatrix} i_d \\ i_q \end{bmatrix} + \frac{1}{L_s} \left( \begin{bmatrix} V_{sd} \\ V_{sq} \end{bmatrix} - \begin{bmatrix} V_d \\ V_q \end{bmatrix} \right) \]

(5.2)

where \( \omega \) is the coordinate angular frequency, and the Park’s transformation can be defined as:
\[
i_{dq0} = Ti_{abc}
\]  \hspace{1cm} (5.3)

\[
i_{dq0} = \begin{bmatrix} i_d \\ i_q \\ i_0 \end{bmatrix}, \quad i_{abc} = \begin{bmatrix} i_a \\ i_b \\ i_c \end{bmatrix}
\]  \hspace{1cm} (5.4)

\[
T = \frac{2}{3} \begin{bmatrix}
\cos\theta & \cos(\theta - \frac{2\pi}{3}) & \cos(\theta + \frac{2\pi}{3}) \\
-\sin\theta & -\sin(\theta - \frac{2\pi}{3}) & -\sin(\theta + \frac{2\pi}{3}) \\
\frac{1}{2} & \frac{1}{2} & \frac{1}{2}
\end{bmatrix}
\]  \hspace{1cm} (5.5)

\( \theta = \omega_s t + \theta_o \) is the synchronous rotating angle, \( \theta_o \) represents the initial value. While the same current control strategy presented in Subsection 4.3.2 is used in this work, the state space equations of the proposed power control mode and the current controller can be seen in Equations (5.8), (5.9), and (4.9), respectively.

### 5.2 VSI Control Strategy in Grid-Connected Mode

In grid-connected mode, the microgrid should be flexibly capable to export and import the power with the utility. Thus, an adequate control strategy would help to control the
flow of the generated power from or to the microgrid. As shown in Figure 5.1, the power circuit of the VSI based DG unit is associated with the control structure, so the inverter control strategy is responsible for providing controlled operation of the connected DG unit. For instance, while the microgrid operates either as a controllable load or source of the power supply, in both cases: the connected DG unit operates as a PQ generator and the inverter should follow the PQ control mode for the purpose of regulating the dispatched active and reactive power between the microgrid and the utility. The main goal of this mode is to reduce the abundant load from the utility. Therefore, it is necessary to propose an appropriate power control mode to ensure high performance operation of the connected DG unit. The following subsection presents the most relevant power control strategy which is proposed for the grid-connected operation mode.

### 5.2.1 PQ Control Mode

As long as the voltage and frequency are in a stable condition, the PQ control mode is an application that can be used either to import less power from the utility (Peak Shaving) in grid-connected mode, or to generate stable active and reactive power in standalone mode. The PQ mode is usually applied for DG units which supply constant power, so a photovoltaic cell is an example of using this application [131]. In this case the amplitude and phase angle of the inverter current are controlled in order to inject the pre-set active and reactive power values, which can be defined locally or by the Microgrid Control Centre (MGCC). Figure 5.2 shows the block diagram of the PQ control strategy. The measured values of the active and reactive power can be expressed [65]:

\[
P_{inv} = \frac{3}{2}(V_{(d)inv}i_{(d)inv} + V_{(q)inv}i_{(q)inv})
\]

\[
Q_{inv} = \frac{3}{2}(V_{(q)inv}i_{(d)inv} - V_{(d)inv}i_{(q)inv})
\]

Figure 5.2: VSI based PQ controller
5.3 The Proposed Control Strategy

This section presents the proposed power controller for a three-phase grid-connected VSI system. As shown in Figure 5.3, the controller scheme consists of three main blocks, namely power controller, linear current controller, and PSO algorithm for real-time self-tuning of the power control parameters. While the current controller shown in the right side of Figure 5.3 is described in 4.3.2, and the applied optimisation technique is explained in Chapter 3, the following subsection explains the functionality of the proposed power control mode in detail.

5.3.1 Power Control Strategy

The purpose of using this strategy is to control the power flow between the microgrid and the utility in terms of supplying controlled active and reactive power to the load. As shown in Figure 5.3, the left side depicts the block diagram of the proposed power controller based on two PI regulators. This controller represents the outer control loop which is employed to generate the reference current vectors $i^*_d$ and $i^*_q$. Consequently, a relatively slow change of the reference current trajectory would ensure high quality of the inverter output power, indicating that the control objective has been achieved. In this work, the PQ control strategy based on the PSO algorithm is proposed for the VSI based DG unit; the active and reactive power being the main control objectives which must be achieved once the DG unit connects to the grid, or at the load change condition. In this mode, while the decoupling between the active and reactive power has been achieved by Equations (5.6) and (5.7), the controller regulates the inverter output active and reactive power based on their reference values ($P_{ref}$) and ($Q_{ref}$), and the PSO algorithm is an intelligent process that provides optimum control parameters in order to release qualified reference current vectors. Accordingly, in a $dq$ reference frame and based on PI regulators, the reference current vectors can be expressed as:

$$i^*_d = (P_{ref} - P_{inv})(K_{pp} + K_{ip}/s)$$  \hspace{1cm} (5.8)

$$i^*_q = (Q_{ref} - Q_{inv})(K_{pq} + K_{iq}/s)$$  \hspace{1cm} (5.9)
Figure 5.3: The proposed power controller scheme
5.4 Simulation Results

The model of a three-phase grid-connected VSI system and the proposed controller are simulated using MATLAB/Simulink environment, and are depicted in Figure 5.1. The PSO algorithm is implemented through a MATLAB/M-file program, and the model parameters are defined as follows: $L_s = 4 \text{ mH}$, $R_s = 1.55 \Omega$, $f = 50 \text{ Hz}$, filter capacitance $C = 50 \mu \text{F}$, and the input capacitor of the dc side is $5000 \mu \text{F}$. The output power of the DG unit is $50 \text{ kW}$. The current control parameters are typically set to $K_p = 12.656$ and $K_i = 0.00215$. For the SVPWM-based current controller, switching and sampling frequency are fixed at $10 \text{ kHz}$ and $500 \text{ kHz}$, respectively. All results are in a p.u. system.

In this model, the proposed controller of the DG unit is designed based on PQ control mode, and the PSO algorithm is incorporated to find the global optimum parameters of this controller. In order to illustrate the power flow control of the DG unit and to verify the performance of the proposed controller, the following subsections describe the simulation results of the applied optimisation technique and the control of the power flow for three cases.

5.4.1 PSO Algorithm Results

As described in Chapter 3, the PSO algorithm is proposed in order to find optimum power control parameters based on the minimum value of the error-integrating function. In this work, this algorithm is separately implemented on each control objective. The active and reactive power are two control objectives which are considered in this chapter. The set-point values for active power ($P_{ref}$) and reactive power ($Q_{ref}$), which can be noticed in Equations (5.8) and (5.9), respectively are assumed to be set by the MGCC, so the function of the applied optimisation technique is to find the optimal power control parameters based on minimum error between the set-points and their measured values. In this work, Table 5.1 shows the parameters of the applied PSO algorithm which sets to optimise 50 particles for each cycle of 50 iterations. More explanation about the selections of these parameters can be found in Chapter 3, Sections 3.2, 3.3 and 3.4. The search spaces of the parameters of the active power control loop $K_{pp}$ and $K_{ip}$ are limited to $[0 \text{ - 30}]$ and $[0 \text{ 5e}^{-3}]$, respectively. Similarly, the search boundaries of the parameters of the reactive power control loop $K_{pq}$ and $K_{iq}$ are set to $[0 \text{ 30}]$ and $[0 \text{ 5e}^{-3}]$, respectively. The simulation results shown in Figures 5.4 and 5.5 depict the differences between the set-value and the computed area of the controlled signals over the limited time; which are calculated using Simpson’s 1/3 rule. It can be seen that the error decreases rapidly with the number of iterations, and the
solution is steady towards the end.

To explain the movement behaviour of the swarm, Figures 5.6 to 5.9 and 5.10 to 5.13 depict the simulation results of the search process of the candidate particles for both cases: starting in grid-connected mode and load change condition, respectively. These particles select their trajectories based on their best fitness values. The results show that the particles finish their movements at the best positions, and the power control parameters stay at the optimum global values which are indicated in Table 5.2.

Table 5.2: Power Controller Parameters

<table>
<thead>
<tr>
<th>Control Parameters</th>
<th>Grid-connected Mode</th>
<th>Load Change Condition</th>
</tr>
</thead>
<tbody>
<tr>
<td>$K_{pp}$</td>
<td>$-8.22704243936770$</td>
<td>$-5.097866092873157$</td>
</tr>
<tr>
<td>$K_{ip}$</td>
<td>$0.002041621568561$</td>
<td>$0.002003759695014$</td>
</tr>
<tr>
<td>$K_{pq}$</td>
<td>$6.219856307217065$</td>
<td>$5.929097564864147$</td>
</tr>
<tr>
<td>$K_{iq}$</td>
<td>$0.003440760963308$</td>
<td>$8.027506198352e-04$</td>
</tr>
</tbody>
</table>

Figure 5.4: Fitness values when the DG unit is connected to the grid
Figure 5.5: Fitness values at the load change condition

Figure 5.6: Search process of $K_{pp}$ when the DG unit is connected to grid
Figure 5.7: Search process of $K_{ip}$ when the DG unit is connected to grid

Figure 5.8: Search process of $K_{pq}$ when the DG unit is connected to grid
Figure 5.9: Search process of $K_{iq}$ when the DG unit is connected to grid

Figure 5.10: Search process of $K_{pp}$ at the load change condition
Figure 5.11: Search process of $K_{ip}$ at the load change condition

Figure 5.12: Search process of $K_{pq}$ at the load change condition
5.4.2 Case 1: Power Flow of the DG unit with Utility

At 0.15 s, the DG unit connects to the grid and the model starts to operate in grid-connected mode. It is expected that the load would be shared based on the designed control mode of the DG unit. In such a system, it is desired that 50 per cent of the load is supplied by the DG units, while the rest of the load is supplied by the grid. At this stage (see Figure 5.14) the load is set to 2 p.u. active power and 0.56 p.u. capacitive reactive power; thus the set-points of the active and reactive power over the PQ control mode based-DG unit are set to 1 p.u. and -0.28 p.u. respectively. The PSO search process of this stage is depicted in Figures 5.6 to 5.9. The resulting controlled active and reactive power flows in the microgrid system are shown in Figures 5.15 and 5.16. It can be clearly seen that the power flow is controlled perfectly, and the load is halved between the grid and the DG unit.
Figure 5.14: The load power once DG unit is connected to the grid

Figure 5.15: The output power of the DG unit
5.4.3 Case 2: Load Change during Grid-Connected Mode

As shown in Figure 5.17, the load is increased to 2.4 p.u. active power and 0.48 p.u. inductive reactive power at 0.4 s. In this case, the set-points of the active and reactive power over the PQ control mode based DG unit are changed to 1.2 p.u. and 0.24 p.u. respectively. Thus, while Figures 5.10 to 5.13 depict the search process of the PSO algorithm to find the optimal parameters of the power controller, Figures 5.18 and 5.19 show the supplied power by the DG unit and the grid, respectively. The load power is still shared equally between the DG unit and grid, so it is clear that an excellent power flow control has been achieved during the load change condition.
Figure 5.17: The load power at the load change condition

Figure 5.18: The output power of the DG unit
5.4.4 Case 3: Power Exchange between the Microgrid and Utility

In this case the PSO algorithm is disabled, and the control parameters are the same as in the previous case. The aim of this stage is to show the response of the power controller when the power requirement of the load is more or less than the power generation of the microgrid. Also, when the load is not required to be shared equally, or for any practical reason that needs to stop the optimisation technique, the interruption can be done through the MGCC unit either by setting the reference active and reactive power values equal to their measured values or by forwarding the measured values. Thus, the control strategy can be used with or without the optimisation technique.

As shown in Figures 5.20 and 5.21, the load is increased to 2.63 p.u. active power and 0.53 inductive reactive power at 0.65 s. In this case, the balance power is supplied by the grid, while the DG unit still injects a sustained output power. Now, the load is decreased to 0.9 p.u. active power and 0.17 p.u. inductive reactive power at 0.9 s. In this instance, the load is supplied by the DG unit and its excess power is automatically fed to the grid. This demonstrates that the proposed controller offers stable and satisfactory power flow between the microgrid and the utility.
Figure 5.20: Active power flow in the microgrid system

Figure 5.21: Reactive power flow in the microgrid system
5.5 Conclusions

In this chapter, an optimal power flow controller has been proposed for grid-connected microgrid operation mode. That is the controller has been proposed to regulate the injected active and reactive power by which DG unit is connected to the grid. The controller scheme consists of an inner current control loop and an outer PQ power control loop. The PSO algorithm has been incorporated into the PQ control mode to implement a real-time self-tuning method, in order to share the load equally during the load change condition. In addition, the controller is designed to investigate the power flow as to whether the load is higher or significantly lower than the power generation of the DG unit. The simulation results show that the proposed controller based PSO offers an excellent response, halving the load power between the microgrid and the utility during the load change. The simulation results also demonstrate the achievement of a satisfactory power flow when the load power is larger or significantly lower than the rated power of the DG unit.
Chapter 6

POWER QUALITY ENHANCEMENT IN AN AUTONOMOUS MICROGRID OPERATION

In a microgrid, the improvement of the quality of power supply and the proper load sharing between the DG units are the most important issues that need to be investigated in the islanding operation mode. In this mode, whether the isolating from the grid occurs due to the network fault or market decision or during load change condition, the voltage and frequency are being more susceptible for collapse. Also, because each DG unit behaves like a voltage-controlled current source, that is a main reason to inject or absorb large amounts of the active and reactive power among the DG units, thereby inadequate power can be shared between them. In other words, these are the common attributes of the power quality problems which have a huge economic impact for the end user, thus the microgrid must maintain an acceptable quality of the power supply. Therefore, designing an appropriate output control mode for each DG unit can help to address these problems, thus improve the quality of the power supply by the microgrid.

In this chapter, an optimal power control strategy is presented for an autonomous microgrid operation based on a real-time self-tuning method. The purpose of this work is to improve the quality of power supply of the microgrid where some DG units are connected to the grid. Voltage and frequency regulation, and power sharing are the main performance parameters which are considered in this work, particularly during the transition from grid-connected to islanding operation mode and also during load change. In this work, two typical DG units are connected in parallel to configure the microgrid. The controller scheme is composed of an inner current control loop and an outer power control loop based on a synchronous reference frame and the conventional PI regulators. The power controller employs two typical strategies: active-reactive power (PQ) control strategy and voltage-frequency (Vf) control strategy. Particle Swarm Optimisation (PSO) is an intelligent
searching algorithm that is applied for real-time self-tuning of the power control parameters. The proposed strategy in this work is that both DG units adopt the Vf control mode once the microgrid is islanded in order to regulate the microgrid voltage and frequency, whereas during the load change, only the second DG unit invokes the PQ control mode to ensure maximum power exportation. The results show that the proposed controller offers an excellent response to satisfy the power quality requirements and proves the validity of the proposed strategy.

The remaining part of this chapter is divided into three main sections. Section 6.1 presents the description of the system structure. In Section 6.2, the simulation results are analysed to verify the aims of this work. Finally, the conclusions are outlined in Section 6.3.

6.1 System Structure

As described in the last two chapters, two typical models of the three-phase grid-connected VSI system are presented in Sections 4.1 and 5.1. These models are used in two power control modes: voltage-frequency control mode for the islanding operation mode and active-reactive power control mode for the grid-connected operation mode. The system voltage and frequency regulation and the control of the active and reactive power flow were the main aims of using these power control types for the purpose of improving the quality of the power supply.

In this chapter, the microgrid model shown in Figure 6.1 is configured from two typical DG units. The same power controller schemes, Vf and PQ, are used in this model. These controllers are described in detail in Subsections 4.3.1 and 5.3.1. The PSO algorithm is also incorporated in each power control mode which already integrated with a linear current controller (see Subsection 4.3.2) to provide reference voltages signals to the SVPWM-VSI system. The following section presents the simulation results of the microgrid model that is run in a stand-alone mode. The control of the microgrid voltage and frequency, power sharing among the DG units, and achieving stable operation are the main control objectives whether the system begins in islanding mode or during load change.

6.2 Simulation Results

As depicted in Figure 6.1, the models of the three-phase grid-connected VSI systems and the proposed controllers are simulated for the microgrid using MATLAB/Simulink envi-
Figure 6.1: The block diagram of the microgrid model
ronment. Also, the PSO algorithm is implemented through a MATLAB/M-file program for each DG unit. The model parameters are defined as follows: \( L_s = 5 \text{ mH}, R_s = 1.5 \Omega, \) \( f = 50 \text{ Hz}, \) and the filter capacitance \( C = 50 \mu\text{F}. \) Two typical DG units are used, and the output power of each DG unit is 50 kW. The input capacitor of the dc side is set to 5000 \( \mu\text{F}. \) Typically, the current control parameters are set to \( K_p = 12.656 \) and \( K_i = 0.00215. \) For the SVPWM-based current controller, switching and sampling frequency are fixed at 10 kHz and 500 kHz, respectively. Figures 6.17 to 6.24 show the results of the simulated model. All results are in a p.u. system, and the following objectives are investigated:

### 6.2.1 PSO Algorithm Results

As described in Chapter 3, the PSO algorithm is proposed in order to find optimum power control parameters based on the minimum value of the error-integrating function. In this work, the PSO algorithm is individually constructed for each DG unit that allows dealing with more than DG units under the supervision by the MGCC. The voltage, frequency, active, and reactive power are four control objectives which are considered in this work. The set-point values of these control objective (\( V_{\text{ref}}, f_{\text{ref}}, P_{\text{ref}}, \) and \( Q_{\text{ref}} \)) which can be noticed in Equations (4.7), (4.8), (5.8) and (5.9), respectively are assumed to be set by the MGCC. Thus, based on minimum error between the set-points and their measured values, the PSO technique runs to find the optimal power control parameters. In this work, Table 6.1 shows the parameters of the applied PSO algorithm which sets to optimise 50 particles for each cycle of 50 iterations. More explanation about the selections of these parameters can be found in Chapter 3, Sections 3.2, 3.3, and 3.4. The search spaces of the parameters of the voltage-frequency control loop \( K_{pv}, K_{iv}, K_{pf}, \) and \( K_{if} \) are set to \([0 -30], [0 5e^{-3}], [0 30], \) and \([0 5e^{-3}], \) respectively. Similarly, the search boundaries of the parameters of the active-reactive power control loop \( K_{pp}, K_{ip}, K_{pq}, \) and \( K_{iq} \) are limited to \([0 -30], [0 5e^{-3}], [0 30], \) and \([0 5e^{-3}], \) respectively. The simulation results shown in Figures 6.2, 6.3, and 6.4 depict the differences between the set-value and the computed area of the controlled signals over the limited time; which are calculated using Simpson’s 1/3 rule. It can be seen that the error decreases rapidly with the number of iterations, and the solution is steady towards the end.

To explain the movement behaviour of the swarm, Figures 6.5 to 6.8 and 6.9 to 6.16 depict the simulation results of the search process of the candidate particles for both cases: starting in islanding mode and load change condition, respectively. These particles select their trajectories based on their best fitness values. The results show that the particles
finish their movements at the best positions, and the power control parameters stay at the optimum global values which are indicated in Table 6.2.

Table 6.1: The Applied PSO Parameters

<table>
<thead>
<tr>
<th>PSO Parameters Description</th>
<th>( K_{pf} )</th>
<th>( K_{if} )</th>
<th>( K_{pv} )</th>
<th>( K_{iv} )</th>
<th>( K_{pp} )</th>
<th>( K_{ip} )</th>
<th>( K_{pq} )</th>
<th>( K_{iq} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Acceptable violation (p.u.)</td>
<td>±0.01</td>
<td>±0.05</td>
<td>±0.1</td>
<td>±0.1</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Initial velocity (V)</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Inertial fitness value</td>
<td>800</td>
<td>800</td>
<td>800</td>
<td>800</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Inertia constant (( w ))</td>
<td>0.05</td>
<td>0.5</td>
<td>0.05</td>
<td>0.5</td>
<td>0.05</td>
<td>0.5</td>
<td>0.05</td>
<td>0.5</td>
</tr>
<tr>
<td>Cognitive coefficients(( c_1 &amp; c_2 ))</td>
<td>0.09</td>
<td>0.1</td>
<td>0.09</td>
<td>0.1</td>
<td>0.09</td>
<td>0.1</td>
<td>0.09</td>
<td>0.1</td>
</tr>
</tbody>
</table>

Table 6.2: Power Control Parameters

<table>
<thead>
<tr>
<th>Control Parameters</th>
<th>Starting Islanding Mode</th>
<th>Load Change Condition</th>
</tr>
</thead>
<tbody>
<tr>
<td>( K_{pf} )</td>
<td>4.107100235325</td>
<td>3.355005953343</td>
</tr>
<tr>
<td>( K_{if} )</td>
<td>0.002108453626</td>
<td>0.002109635421</td>
</tr>
<tr>
<td>( K_{pv} )</td>
<td>-1.50149664105</td>
<td>-1.80398178128</td>
</tr>
<tr>
<td>( K_{iv} )</td>
<td>0.003848222141</td>
<td>0.002576811582</td>
</tr>
<tr>
<td>( K_{pp} )</td>
<td>-</td>
<td>-1.9571416463</td>
</tr>
<tr>
<td>( K_{ip} )</td>
<td>-</td>
<td>0.001070485685</td>
</tr>
<tr>
<td>( K_{pq} )</td>
<td>-</td>
<td>3.807097417772</td>
</tr>
<tr>
<td>( K_{iq} )</td>
<td>-</td>
<td>0.003704792613</td>
</tr>
</tbody>
</table>

Figure 6.2: Fitness values of the frequency control objective
Figure 6.3: Fitness values of the voltage control objective

Figure 6.4: Fitness values of the active and reactive power control objectives
Figure 6.5: Search process of $K_{pf}$ when the system is islanded

Figure 6.6: Search process of $K_{if}$ when the system is islanded
Figure 6.7: Search process of $K_{pv}$ when the system is islanded

Figure 6.8: Search process of $K_{iv}$ when the system is islanded
Figure 6.9: Search process of $K_{pf}$ at the load change condition

Figure 6.10: Search process of $K_{if}$ at the load change condition
Figure 6.11: Search process of $K_{pv}$ at the load change condition

Figure 6.12: Search process of $K_{iv}$ at the load change condition
Figure 6.13: Search process of $K_{pp}$ at the load change condition

Figure 6.14: Search process of $K_{ip}$ at the load change condition
Figure 6.15: Search process of $K_{pq}$ at the load change condition

Figure 6.16: Search process of $K_{iq}$ at the load change condition
6.2.2 Voltage and Frequency Regulation

To evaluate the proposed controller scheme, the simulation starts in grid-connected mode, so the microgrid voltage and frequency are mainly established by the grid which is responsible for maintaining their profiles.

At 0.09 s, the microgrid switches to the islanding operation mode. As shown in Figures 6.17 and 6.18, the active and reactive load power are set to 2 p.u. and 0.62 p.u., respectively. At this stage, both DG units adopt the Vf power control mode based PSO algorithm in order to mitigate the voltage drop and avoid a severe deviation of the frequency caused by a sudden move to the islanding mode or load change. In this mode, and as denoted in Equations (4.7) and (4.8), the $V_{ref}$ and $f_{ref}$ of both DG units are set to 1 (p.u.). The implemented PSO algorithm results are reported in Subsection 6.2.1, Figures 6.19 and 6.20 depict the results of the controlled voltage and frequency. It can be noticed that the proposed controller reacts to starting the islanding mode and provides, after a short transient, voltage and frequency equal to 0.9544 p.u. and 0.998 p.u., respectively.

At 1 s, the active and reactive load power are decreased to 1.9 p.u. and 0.37 p.u., respectively. In this case, and as shown in Figures 6.19 and 6.20, the Vf control mode which is adopted by the first DG unit offers an excellent behaviour and maintains the microgrid voltage equal to 1.047 p.u. and the frequency around 1.0044 (p.u.). Consequently, according to the acceptable limits which are outlined in Table 6.1, it can be noticed that the proposed strategy restores the microgrid voltage and frequency close to their reference values within ±0.05 and ±0.01 (0.5 Hz), respectively.

![Figure 6.17: Active load power in islanding mode](image-url)
Figure 6.18: Reactive load power in islanding mode

Figure 6.19: The microgrid voltage regulated by Vf control mode
6.2.3 Power Sharing

To ensure a proper utilisation of the DG units, the principle of sharing power is an adequate method to achieve appropriate distribution of the consumed power that is generated by multiple DG units. In this case, sharing power among multiple DG units mainly depends on their output control mode and the microgrid operation mode with respect to the load demand.

In this work, once the microgrid is islanded at 0.09 s, the proposed controllers of both DG units are switched to Vf power control mode in order to establish voltage and frequency close to their reference values. In this case, the PSO algorithm runs to find the global best parameters of this controller, and the power is expected to be shared equally among the DG units. In this simulation, for 2 p.u. active load power and 0.62 p.u. reactive load power, both DG units share the load power equally as expected. Figures 6.21 to 6.24 show that the output power of each DG units is equal to 1 p.u. active power and 0.31 p.u. reactive power.

However, at the load change, the second DG unit is set to produce a sustained output power by using PQ control mode, while the first DG unit keeps operating in Vf control mode being responsible for voltage and frequency regulation and also to generate the redundancy of the load demand. In this model, the $P_{ref}$ and $Q_{ref}$ of the second DG unit which are denoted in Equations (5.8) and (5.9) are arbitrarily set to 1 p.u. and 0.31 p.u., respectively. To verify this scenario, the load is changed at 1 s, and the active and reactive load power are reduced to 1.9 p.u. and 0.37 p.u., respectively. Thus, as shown in Figures
6.23 and 6.24, it can be seen that the second DG unit keeps its output stable, which proves the validity of the PQ control mode. In contrast, as shown in Figures 6.21 and 6.22, the output active and reactive power of the first DG unit are decreased to 0.9 p.u. and 0.06 p.u., respectively. In case of non-identical DG units, when the islanding mode occurs, and according to Equations (5.6) and (5.7), the measured values of the active and reactive power for each DG unit can be set as their reference values during the load change. This is because it is expected that the microgrid meets the total load demand based on its maximum generated power; otherwise, the microgrid must undergo the load shedding strategy.

Consequently, the results perfectly prove the proposed strategy of using one DG unit for voltage and frequency regulation and the second for maximum power exportation. This scenario is useful when the microgrid includes hybrid and more than two DG units. Hence, the PQ control strategy can be used for the DG units which produce constant or adjustable output power such as photovoltaic panels.

Figure 6.21: Active power generated by first DG unit
Figure 6.22: Reactive power generated by first DG unit

Figure 6.23: Active power generated by second DG unit
6.3 Conclusions

In this chapter, an optimal power control strategy has been proposed for an autonomous microgrid operation. The controller scheme consists of an inner current control loop and an outer power control loop. In this work, two different power control strategies were utilised for two typical DG units; the Vf control strategy was adopted when the microgrid starts the islanding operation mode to maintain the microgrid voltage and frequency within acceptable limits, while the PQ control strategy was considered only by the second DG unit during the load change to produce the maximum power. The PSO algorithm is incorporated into both power control strategies in order to implement real-time self-tuning regardless of whether the microgrid starts the operation in islanding mode or during load change condition. The simulation results show that the proposed strategy offers an excellent response of regulating the microgrid voltage and frequency, and achieves adequate power sharing with different control modes.
Chapter 7

STABILITY ANALYSIS OF MULTIPLE DG UNITS IN AN AUTONOMOUS MICROGRID OPERATION

The small-signal stability is one of the most important issues of the system’s reliable operation. It can be defined as the ability of the power system to return to normal operating condition following a small physical disturbance. The stability analysis substantially depends on the linearised state-space equations that define the characteristics of the power system model. Thus, stability can be easily studied by determining the solution of the system characteristic equation [132]. In an autonomous microgrid operation, the DG units are responsible for maintaining the system voltage and frequency while sharing active and reactive power among them. In this case, the system being more susceptible for unstable operation, thereby the stability is largely required to be investigated in order to know whether the system is within an acceptable stability limit or not.

In this chapter, the stability analysis is presented for an autonomous microgrid operation. The small-signal model is developed in order to examine the dynamic stability for the given operating point and under the proposed power controller. This model is constructed in form that enables testing the stability for multiple DG units in such a system. Therefore, the stability analysis of the microgrid operation that is proposed in Chapters 4 and 6 has been targeted in this work. System oscillatory modes and the sensitivity to the control parameters are the main performance indices which are considered, particularly when the microgrid is islanded or under load change condition. The complete small-signal model is linearised and used to define the system state matrix which is employed for eigenvalue analysis. The results prove that the stability analysis is fairly accurate and the controllers offer reliable system operation.
The remaining part of this chapter is divided into seven main sections. Section 7.1 describes the small-signal dynamic model for an autonomous microgrid. In Section 7.2, the state-space model is developed for the proposed controlled VSI system. Section 7.3 presents the state-space models of the network and load. In Section 7.4, the microgrid sub-models are combined to form the overall system model. Section 7.5 demonstrates the eigenvalue and sensitivity analysis which are used in this analysis. In Section 7.6, the results are presented to confirm the aim of this work. Finally, the conclusions are outlined in Section 7.7.

7.1 Small-Signal Model of Autonomous Microgrid

In this work, the small-signal dynamic model of the microgrid is divided into three individual sub-models, namely: inverter, network, and load. The model of each inverter includes the dynamics of the power controller, current controller, an output LC filter and the coupling inductance (if applicable). These dynamics are described based on their own reference \(d-q\) frame, while for the purpose of the whole microgrid analysis, all the sub-models must be represented in a common reference \(D-Q\) frame, so the inverter output signals can be converted into a common reference \(D-Q\) frame using the following transformation technique [7]:

\[
[X_DQ] = [T][X_{dq}] \tag{7.1}
\]

\[
[T] = \begin{bmatrix}
cos(\theta) & -sin(\theta) \\
sin(\theta) & cos(\theta)
\end{bmatrix} \tag{7.2}
\]

where \(\theta = \omega_s t + \theta_o\) is the synchronous rotating angle, \(\theta_o\) represents the initial value. Accordingly, the following sections describe the modelling approach for the sub-models that form the overall small-signal model of the microgrid.

7.2 State-Space Model of a 3-phase VSI System

The schematic diagram of the controlled VSI system is shown in Figure 7.1. This system can be divided into two main circuits. First, the power circuit that includes the inverter and the output LC filter. Second, the control circuit which involves the power controller, current controller, and the power calculation loop that sets the local feedback signals.
While the frequency can be measured using a Phase-Locked-Loop (PLL), the local values of the voltage, active and reactive power can be calculated as follows:

\[
V = \sqrt{V_d^2 + V_q^2} \quad (7.3)
\]

\[
P = \frac{3}{2}(V_d i_d + V_q i_q) \quad (7.4)
\]

\[
Q = \frac{3}{2}(V_q i_d - V_d i_q) \quad (7.5)
\]

Assuming that the DG unit is a constant DC source, the dynamics of the DC bus can be ignored. Also, because the inverter is a switch-mode device with a sufficiently high switching frequency, the switching action does not impact the states when a good attenuation of the switching frequency ripple is achieved through the output \( LC \) filter [133]. In this work, the state-space models of the remaining parts are developed as follows:

### 7.2.1 Vf Control Mode

Figure 7.2 shows the block diagram of the proposed Vf control mode. System voltage and frequency are regulated with standard PI controllers based on real-time self-tuning method using the PSO algorithm. This strategy is proposed to respond to sudden changes such as starting the islanding operation mode or load change. In this case, the controller regulates the microgrid voltage and frequency based on their reference values \( V^* \) and \( f^* \), which may either be defined locally or by the Microgrid Control Centre (MGCC). The main function of this controller is to generate the reference current vectors \( i_d^* \) and \( i_q^* \), so a relatively slow change of the reference current trajectory would ensure high quality of the inverter output.
Figure 7.2: The block diagram of the proposed Vf control mode

power, which indicates that the control objective has been achieved. The corresponding state-space equations can be expressed as:

\[
\frac{d\gamma_d}{dt} = V^* - V, \quad \frac{d\gamma_q}{dt} = f^* - f
\]  

(7.6)

where \(\gamma_d\) and \(\gamma_q\) are the state variables of the PI regulators of the voltage and frequency control loops, respectively, and the output equations are given by:

\[
i_d^* = K_{pv}(V^* - V) + K_{iv}\gamma_d
\]  

(7.7)

\[
i_q^* = K_{pf}(f^* - f) + K_{if}\gamma_q
\]  

(7.8)

Since the input to this controller can be divided into two terms: the reference and the feedback inputs, the linearised small-signal state-space equations can be written as:

\[
[\Delta i_{dq}^*] = A_{vf} [\Delta \gamma_{dq}] + B_{vf1} [\Delta V^* \Delta f^*]^T + B_{vf2} [\Delta V \Delta f]^T
\]  

(7.9)

where

\[
\Delta \gamma_{dq} = \begin{bmatrix} \Delta \gamma_d & \Delta \gamma_q \end{bmatrix}^T, \quad A_{vf} = [0], \quad B_{vf1} = \begin{bmatrix} 1 & 0 \\ 0 & 1 \end{bmatrix}, \quad B_{vf2} = \begin{bmatrix} -1 & 0 \\ 0 & -1 \end{bmatrix}
\]

and

\[
[\Delta i_{dq}^*] = C_{vf} [\Delta \gamma_{dq}] + D_{vf1} [\Delta V^* \Delta f^*]^T + D_{vf2} [\Delta V \Delta f]^T
\]  

(7.10)

where

\[
\Delta i_{dq}^* = \begin{bmatrix} \Delta i_{d}^* & \Delta i_{q}^* \end{bmatrix}^T, \quad C_{vf} = \begin{bmatrix} K_{iv} & 0 \\ 0 & K_{if} \end{bmatrix}, \quad D_{vf1} = \begin{bmatrix} K_{pv} & 0 \\ 0 & K_{pf} \end{bmatrix}
\]
7.2.2 PQ Control Mode

Figure 7.3 shows the block diagram of the PQ control mode. Typical of the Vf control mode, this controller is proposed for the second DG unit to control the injecting active and reactive power based on their reference values $P^*$ and $Q^*$.

![Block Diagram](image)

The corresponding state-space equations can be expressed as:

$$
\frac{d\varphi_d}{dt} = P^* - P, \quad \frac{d\varphi_q}{dt} = Q^* - Q \quad (7.11)
$$

where $\varphi_d$ and $\varphi_q$ are the state variables of the PI regulators of the active and reactive power control loops, respectively, and the output equations are given by:

$$
i_d^* = K_{pp}(P^* - P) + K_{ip}\varphi_d \quad (7.12)
$$

$$
i_q^* = K_{pq}(Q^* - Q) + K_{iq}\varphi_q \quad (7.13)
$$

Similar to the Vf control mode, the linearised small-signal state-space equations can be written as:

$$
[\Delta \varphi_{dq}] = A_{pq} [\Delta \varphi_{dq}] + B_{pq1} [\Delta P^* \Delta Q^*]^T + B_{pq2} [\Delta P \Delta Q]^T \quad (7.14)
$$

where

$$
\Delta \varphi_{dq} = \begin{bmatrix} \Delta \varphi_d \\ \Delta \varphi_q \end{bmatrix}, \quad A_{pq} = [0], \quad B_{pq1} = \begin{bmatrix} 1 & 0 \\ 0 & 1 \end{bmatrix}, \quad B_{pq2} = \begin{bmatrix} -1 & 0 \\ 0 & -1 \end{bmatrix}
$$

and

$$
\begin{bmatrix} -K_{pu} & 0 \\ 0 & -K_{pf} \end{bmatrix}
$$
\[
\Delta i_{dq}^* = C_{pq} [\Delta \varphi_{dq}] + D_{pq1} [\Delta P^* \Delta Q^*]^T + D_{pq2} [\Delta P \Delta Q]^T
\]  
(7.15)

where
\[
\Delta i_{dq}^* = \begin{bmatrix} \Delta i_d^* & \Delta i_q^* \end{bmatrix}, \quad C_{pq} = \begin{bmatrix} K_{ip} & 0 \\ 0 & K_{iq} \end{bmatrix},
\]
\[
D_{pq1} = \begin{bmatrix} K_{pp} & 0 \\ 0 & K_{pq} \end{bmatrix}, \quad D_{pq2} = \begin{bmatrix} -K_{pp} & 0 \\ 0 & -K_{pq} \end{bmatrix}
\]

### 7.2.3 Current Controller

Figure 7.4 shows the block diagram of the current controller that is used for each DG unit. The linear current controller based on SVPWM and open loop voltage type is utilised with the inner current feedback loop. The objective of this controller is to ensure accurate tracking and short transients of the inverter output current. This controller is usually used in such a way that the voltage is applied to the inductive \(R - L\) impedance, so that an impulse current in the inductor has a minimum error. Two PI regulators are used to eliminate current error, and both the inverter current loop and the grid voltage feed-forward loop are employed to improve the steady-state and dynamic performance [134].

![Figure 7.4: The block diagram of the current controller](image)

In this work, the coupling inductance is not considered \((v_b = v_o)\), so the corresponding state-space equations can be expressed as:

\[
\frac{d\phi_d}{dt} = i_d^* - i_d, \quad \frac{d\phi_q}{dt} = i_q^* - i_q
\]  
(7.16)
where $\phi_d$ and $\phi_q$ are the $d$ and $q$ axis state variables of the PI regulators of the current vectors, respectively, and the output equations are given by:

$$v_d^* = v_{od} - \omega_n L_s i_{dq} + K_{pc} (i_d^* - i_{ld}) + K_{ic} \phi_d$$  \hspace{1cm} (7.17)$$

$$v_q^* = v_{oq} + \omega_n L_s i_{ld} + K_{pc} (i_q^* - i_{lq}) + K_{ic} \phi_q$$  \hspace{1cm} (7.18)$$

The linearised small-signal state-space equations can be written as:

$$\begin{bmatrix} \dot{\Delta \phi_{dq}} \end{bmatrix} = A_c \begin{bmatrix} \Delta \phi_{dq} \end{bmatrix} + B_{c1} \begin{bmatrix} \Delta i_{dq}^* \end{bmatrix} + B_{c2} \begin{bmatrix} \Delta v_{odq} \\ \Delta i_{odq} \end{bmatrix}$$  \hspace{1cm} (7.19)$$

where

$$\Delta \phi_{dq} = \begin{bmatrix} \Delta \phi_d \\ \Delta \phi_q \end{bmatrix}^T, \quad A_c = [0], \quad B_{c1} = \begin{bmatrix} 1 & 0 \\ 0 & 1 \end{bmatrix},$$

$$B_{c2} = \begin{bmatrix} -1 & 0 & 0 & 0 & 0 \\ 0 & -1 & 0 & 0 & 0 \end{bmatrix}$$

and $\Delta i_{dq}$, $\Delta v_{odq}$, $\Delta i_{odq}$ are the $d$ and $q$ axis current and voltage components shown in Figure 7.1, which can be defined as follows:

$$\begin{bmatrix} \Delta i_{dq} \end{bmatrix} = \begin{bmatrix} \Delta i_{ld} \\ \Delta i_{lq} \end{bmatrix}^T, \quad \begin{bmatrix} \Delta v_{odq} \end{bmatrix} = \begin{bmatrix} \Delta v_{od} \\ \Delta v_{oq} \end{bmatrix}^T, \quad \begin{bmatrix} \Delta i_{odq} \end{bmatrix} = \begin{bmatrix} \Delta i_{od} \\ \Delta i_{oq} \end{bmatrix}^T$$

$$\begin{bmatrix} \Delta v_{dq}^* \end{bmatrix} = C_c \begin{bmatrix} \Delta \phi_{dq} \end{bmatrix} + D_{c1} \begin{bmatrix} \Delta i_{dq}^* \end{bmatrix} + D_{c2} \begin{bmatrix} \Delta i_{dq} \\ \Delta v_{odq} \\ \Delta i_{odq} \end{bmatrix}$$  \hspace{1cm} (7.20)$$

$$C_c = \begin{bmatrix} K_{ic} & 0 \\ 0 & K_{ic} \end{bmatrix}, \quad D_{c1} = \begin{bmatrix} K_{pc} & 0 \\ 0 & K_{pc} \end{bmatrix},$$

$$D_{c2} = \begin{bmatrix} -K_{pc} & -\omega_n L_s & 1 & 0 & 0 \\ \omega_n L_s & -K_{pc} & 0 & 1 & 0 \end{bmatrix}$$

7.2.4 Output LC Filter and Coupling Inductance

Assuming that the inverter drives perfect tracking ($v_i = v^*$), and for further investigation of using the coupling inductance, the small-signal state-space equations of the output LC
filter and the coupling inductance can be expressed as:

\[
\frac{di_{ld}}{dt} = -\frac{R_f}{L_f}i_{ld} + \omega i_{lq} + \frac{1}{L_f}v_{id} - \frac{1}{L_f}v_{od} \quad (7.21)
\]

\[
\frac{di_{lq}}{dt} = -\frac{R_f}{L_f}i_{lq} - \omega i_{ld} + \frac{1}{L_f}v_{iq} - \frac{1}{L_f}v_{oq} \quad (7.22)
\]

\[
\frac{dv_{od}}{dt} = \omega v_{oq} + \frac{1}{C_f}i_{ld} - \frac{1}{C_f}i_{od} \quad (7.23)
\]

\[
\frac{dv_{oq}}{dt} = -\omega v_{od} + \frac{1}{C_f}i_{lq} - \frac{1}{C_f}i_{oq} \quad (7.24)
\]

\[
\frac{di_{od}}{dt} = -\frac{R_c}{L_c}i_{od} + \omega i_{oq} + \frac{1}{L_c}v_{od} - \frac{1}{L_c}v_{bd} \quad (7.25)
\]

\[
\frac{di_{oq}}{dt} = -\frac{R_c}{L_c}i_{oq} - \omega i_{od} + \frac{1}{L_c}v_{oq} - \frac{1}{L_c}v_{bq} \quad (7.26)
\]

The linearised small-signal state-space equations can be written as:

\[
\begin{bmatrix}
\Delta i_{ldq} \\
\Delta v_{odq} \\
\Delta i_{odq}
\end{bmatrix} = A_{LCL} \begin{bmatrix}
\Delta i_{ldq} \\
\Delta v_{odq} \\
\Delta i_{odq}
\end{bmatrix} + B_{LCL1} [\Delta v_{ldq}] + B_{LCL2} [\Delta v_{bdq}] \quad (7.27)
\]

where

\[
A_{LCL} = \begin{bmatrix}
\frac{-R_f}{L_f} & \omega & \frac{1}{L_f} & 0 & 0 & 0 \\
-\omega & \frac{-R_f}{L_f} & 0 & \frac{1}{L_f} & 0 & 0 \\
\frac{1}{C_f} & 0 & 0 & \omega & \frac{-1}{C_f} & 0 \\
0 & \frac{1}{C_f} & -\omega & 0 & 0 & \frac{-1}{C_f} \\
0 & 0 & \frac{1}{L_c} & 0 & \frac{-R_c}{L_c} & \omega \\
0 & 0 & 0 & \frac{1}{L_c} & -\omega & \frac{-R_c}{L_c}
\end{bmatrix}
\]
\[
\begin{align*}
B_{LCL1} &= \begin{bmatrix}
\frac{1}{L_f} & 0 \\
0 & \frac{1}{L_f} \\
0 & 0 \\
0 & 0 \\
0 & 0 \\
0 & 0 \\
\end{bmatrix}, \\
B_{LCL2} &= \begin{bmatrix}
0 & 0 \\
0 & 0 \\
0 & 0 \\
0 & 0 \\
0 & 0 \\
\frac{1}{L_c} & 0 \\
0 & \frac{1}{L_c} \\
\end{bmatrix}
\end{align*}
\]

For the reason that the inverter is modeled based on its own reference \(d-q\) frame, the inverter output current \(\triangle i_{odq}\) must be expressed in a common reference \(D-Q\) frame using the transformation technique given by Equation (7.1) as follows:

\[
[\triangle i_{oDQ}] = [T] [\triangle i_{odq}]
\]  

(7.28)

In contrast, the bus voltage \((v_{bdq})\) is the input signal to the inverter model which is represented in a common reference \(D-Q\) frame, so the bus voltage can be converted into the inverter reference \(d-q\) frame using the inverse transformation technique as follows:

\[
[\triangle v_{bdq}] = [T]^{-1} [\triangle v_{bDQ}]
\]  

(7.29)

The overall state-space model of the controlled VSI system can be defined by combining the state-space equations of the power controller, current controller, and the output \(LC\) filter. For instance, the dynamic model of the inverter based \(Vf\) power control mode can be constructed from the state-space equations given by (7.9), (7.10), (7.19), (7.20), (7.27), (7.28) and (7.29) as follows:

\[
[\dot{\triangle x}_{inv1}] = A_{inv1} [\triangle x_{inv1}] + B_{inv1} [\triangle v_{bDQ1}]
\]  

(7.30)

\[
[\triangle i_{oDQ1}] = C_{inv1} [\triangle x_{inv1}]
\]  

(7.31)

where

\[
[\triangle x_{inv1}] = \begin{bmatrix}
\triangle \gamma_{dq1} & \triangle \phi_{dq1} & \triangle i_{idq1} & \triangle v_{odq1} & \triangle i_{odq1} & \Delta V_{f1}^* & \Delta f_{f1}^* & \Delta V_{f1} & \triangle f_{f1}
\end{bmatrix}^T
\]
\[
A_{\text{inv}} = \begin{bmatrix}
B_{c_1}C_{\text{ef}} & 0 & B_{c_2} & 0 & 0 \\
B_{\text{LCL}_1}D_{c_1}C_{\text{ef}} & B_{\text{LCL}_1}C_c & A_{\text{LCL}} & 0 & 0 \\
+ B_{\text{LCL}_1}D_{c_2} & 0 & 0 & A_{\text{ef}_1} & 0 \\
+ B_{\text{LCL}_2}T^{-1} & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0
\end{bmatrix}_{14 \times 14}
\]

\[
A_{\text{ef}_1} = [B_{\text{ef}_1} + (B_{c_1}D_{\text{ef}_1}) + (B_{\text{LCL}_1}D_{c_1}D_{\text{ef}_1})]_{2 \times 2}
\]

\[
A_{\text{ef}_2} = [B_{\text{ef}_2} + (B_{c_1}D_{\text{ef}_2}) + (B_{\text{LCL}_1}D_{c_1}D_{\text{ef}_2})]_{2 \times 2}
\]

\[
B_{\text{inv}} = \begin{bmatrix}
0 & 0 & \ldots & B_{\text{LCL}_2} [T]^{-1} & 0 & 0 & 0 \\
\end{bmatrix}_{2 \times 14}^T
\]

\[
C_{\text{inv}} = \begin{bmatrix}
0 & 0 & \ldots & T & 0 & 0 & 0 \\
\end{bmatrix}_{2 \times 14}
\]

For the microgrid that includes \(i\) DG units, the overall state-space model of the controlled VSI systems can be expressed as:

\[
\begin{align*}
\dot{\Delta x_{\text{inv}}} &= A_{\text{inv}} \Delta x_{\text{inv}} + B_{\text{inv}} \Delta v_{\text{bDQ}} \\
\Delta i_{\text{oDQ}} &= C_{\text{inv}} \Delta x_{\text{inv}}
\end{align*}
\]  

(7.32) (7.33)

where

\[
\Delta x_{\text{inv}} = \begin{bmatrix}
\Delta x_{\text{inv}_1} & \Delta x_{\text{inv}_2} & \cdots & \Delta x_{\text{inv}_i}
\end{bmatrix}_{i \times 1}^T
\]

\[
A_{\text{inv}} = \begin{bmatrix}
A_{\text{inv}_1} & 0 & 0 & \cdots \\
0 & A_{\text{inv}_2} & 0 & \cdots \\
\vdots & \vdots & \ddots & \ddots \\
0 & 0 & \cdots & A_{\text{inv}_i}
\end{bmatrix}, \\
B_{\text{inv}} = \begin{bmatrix}
B_{\text{inv}_1} & 0 & 0 & \cdots \\
0 & B_{\text{inv}_2} & 0 & \cdots \\
\vdots & \vdots & \ddots & \ddots \\
0 & 0 & \cdots & B_{\text{inv}_i}
\end{bmatrix}
\]

\[
\Delta v_{\text{bDQ}} = \begin{bmatrix}
\Delta v_{\text{bDQ}_1} & \Delta v_{\text{bDQ}_2} & \cdots & \Delta v_{\text{bDQ}_i}
\end{bmatrix}_{i \times 1}^T
\]

\[
C_{\text{inv}} = \begin{bmatrix}
C_{\text{inv}_1} & 0 & 0 & \cdots \\
0 & C_{\text{inv}_2} & 0 & \cdots \\
\vdots & \vdots & \ddots & \ddots \\
0 & 0 & \cdots & C_{\text{inv}_i}
\end{bmatrix}
\]

To sum up, each inverter in a microgrid can be individually modeled, thus the above modelling approach provides a useful method to simplify constructing the complete model.
of the microgrid that includes several DG units inverters.

7.3 State-Space Model of the Network and Load

The small-signal state-space model of the network and load are reported in [135]. Assuming that the number of loads is denoted by $L$ and number of network nodes is denoted by $N$, then $LN$ is the number of lines, and the corresponding state-space equation of the load can be written as:

$$\dot{[\Delta i_{loadDQ}]} = A_{load} [\Delta i_{loadDQ}] + B_{load} [\Delta v_{bDQ}]$$  \hspace{1cm} (7.34)$$

In Equation (7.34), for the $i^{th}$ load connected to the $j^{th}$ node:

$$[\Delta i_{loadDQ}] = [\Delta i_{loadDQ1} \Delta i_{loadDQ2} ... \Delta i_{loadDQLN}]^T$$

$$A_{loadi} = \begin{bmatrix} -\frac{R_{loadi}}{L_{loadi}} & \omega & 0 \\ -\omega & -\frac{R_{loadi}}{L_{loadi}} & 0 \end{bmatrix}, \quad B_{loadi} = \begin{bmatrix} \frac{1}{L_{loadi}} & 0 \\ 0 & \frac{1}{L_{loadi}} \end{bmatrix}$$

Similarly, the state-space equation of the network can be expressed as:

$$\dot{[\Delta i_{lineDQ}]} = A_{net} [\Delta i_{lineDQ}] + B_{net} [\Delta v_{bDQ}]$$  \hspace{1cm} (7.35)$$

In Equation (7.35), for the network with $i^{th}$ lines:

$$[\Delta i_{netDQ}] = [\Delta i_{netDQ1} \Delta i_{netDQ2} ... \Delta i_{netDQLN}]^T$$

$$A_{neti} = \begin{bmatrix} -\frac{R_{linei}}{L_{linei}} & \omega \\ -\omega & -\frac{R_{linei}}{L_{linei}} \end{bmatrix}, \quad i = 1, 2, ..., LN$$

$$B_{neti} = \begin{bmatrix} \frac{1}{L_{linei}} & 0 & \cdots & 0 \\ 0 & \frac{1}{L_{linei}} & \cdots & 0 \\ \vdots & \ddots & \ddots & \vdots \\ 0 & \cdots & \frac{1}{L_{linei}} & \cdots \end{bmatrix}$$

7.4 Overall Microgrid Model

Figure 7.5 shows the overall small-signal state-space model of the microgrid. The complete models of the inverter, network, and load can be combined to represent the microgrid model. The linearised equations given by (7.30), (7.34), and (7.35) show that the node
Figure 7.5: The overall small-signal state-space model of the microgrid

Voltage is the input to each model. To ensure well defined node voltage, a virtual resistance of a large magnitude \( r_N \geq 1000\Omega \) is assumed between each network node and the ground [7]. The node voltage in terms of the inverter output current, load current, and the line current can be expressed as:

\[
\Delta v_{bDQi} = r_N (\Delta i_{oDQi} - \Delta i_{loadDQi} + \Delta i_{netDQi})
\]  

(7.36)

The node voltage of the microgrid model is given by:

\[
[\Delta v_{bDQ}] = R_N (M_{inv} [\Delta i_{oDQ}] + M_{load} [\Delta i_{loadDQ}] + M_{net} [\Delta i_{netDQ}])
\]  

(7.37)

where \( R_N \) is the diagonal matrix of size \((2N \times 2N)\) with elements equal to \( r_N \). Assuming that \( I \) is the inverter, \( M_{inv} \) is a \((2N \times 2I)\) matrix that defines the inverter connection. For instance, if the \( I^{th} \) inverter is connected to the \( N^{th} \) node, the element \( M_{inv(N,I)} \) is 1, and the rest of the elements of that row are 0. \( M_{load} \) is a \((2N \times 2L)\) matrix with -1 for the loads connected. Similarly, \( M_{net} \) is a \((2N \times 2LN)\) matrix with \( \pm 1 \) elements taking into account the direction of the node current.

Using the linearised state-space equations (7.32), (7.34), and (7.35), the overall small-signal state-space model of the microgrid can be written as:

\[
\begin{bmatrix}
\Delta x_{inv} \\
\Delta i_{lineDQ} \\
\Delta i_{loadDQ}
\end{bmatrix} = A_{MG} 
\begin{bmatrix}
\Delta x_{inv} \\
\Delta i_{lineDQ} \\
\Delta i_{loadDQ}
\end{bmatrix}
\]  

(7.38)

where \( A_{MG} \) is the system state matrix which is given by (7.39). The stability analysis
can be investigated through the eigenvalues of the matrix $A_{MG}$

$$A_{MG} = \begin{bmatrix}
A_{inv} + B_{inv}R_NM_{inv}C_{inv} & B_{inv}R_NM_{net} & B_{inv}R_NM_{load} \\
B_{net}R_NM_{inv}C_{inv} & A_{net} + B_{net}R_NM_{net} & B_{net}R_NM_{load} \\
B_{load}R_NM_{inv}C_{inv} & B_{load}R_NM_{net} & A_{load} + B_{load}R_NM_{load}
\end{bmatrix} \tag{7.39}$$

### 7.5 Eigenvalue and Sensitivity Analysis

The eigenvalue analysis is the solution of the characteristic equation of the system state matrix. This solution produces eigenvalues (modes) that clarify the system stability around the operating point [132]. In conventional power systems, the eigenvalue analysis is extensively used to investigate the stability by identifying the oscillatory modes of the system components.

The sensitivity analysis is the method that measures the participation between state variables and the modes. The matrix of the participation factors can be defined once the eigenvalues are obtained. Using the right and left eigenvectors, the participation factors can be calculated as follows [136]:

$$p_{ki} = l_k^i r_k^i \tag{7.40}$$

where $p_{ki}$ is the participation of the $i^{th}$ mode in the $k^{th}$ state, $l_k^i$ and $r_k^i$ are the left and right eigenvectors, respectively.

### 7.6 Modelling Results

As reported in Chapters 4 and 6, the model depicted in Figure 7.1 has been simulated for an inverter based DG unit and the parallel inverters based DG units in an autonomous microgrid operation, respectively. The simulation has been done using MATLAB/Simulink environment, and the results show that the proposed controller successfully achieve the control objectives. For these works, the small-signal dynamic model is developed in this chapter as in Equation (7.38), and then defined in a MATLAB/M-file script. Using the eigenvalue analysis, the stability has been examined through the location of the eigenvalues of the system state matrix $A_{MG}$ in the complex plane. The purpose of this analysis is to
evaluate the performance of the microgrid around the given operating condition and under the proposed power controller. The sensitivity to the control parameters is also presented to identify the validity of the proposed controller. The following subsections describe the stability analysis in an autonomous microgrid operation mode as follows.

7.6.1 An Inverter Based DG unit

The parameters that represent the nominal operating condition of this system is shown in Table 7.1. In this case, the stability analysis has been investigated based on these parameters and for the following objectives as follows.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>DG unit</td>
<td>50 kW</td>
<td>$C_{dc-input}$</td>
<td>5000 μF</td>
</tr>
<tr>
<td>Frequency</td>
<td>50 Hz</td>
<td>Line resistance</td>
<td>0.4 Ω</td>
</tr>
<tr>
<td>$R_f$</td>
<td>1 Ω</td>
<td>Line inductance</td>
<td>2 mH</td>
</tr>
<tr>
<td>$L_f$</td>
<td>3 mH</td>
<td>$K_{pc}$</td>
<td>12.656</td>
</tr>
<tr>
<td>$C_f$</td>
<td>50 μF</td>
<td>$K_{ic}$</td>
<td>0.00215</td>
</tr>
</tbody>
</table>

7.6.1.1 Eigenvalue Analysis

As a solution of the system state matrix $A_{MG}$ given in Equation (7.39), Table 7.2 shows the results of the eigenvalue analysis of the oscillatory modes. This analysis demonstrates that the model exhibits 9 eigen pairs: 6 complex conjugates and 3 real parts. The eigenvalues 1-14 represent the seven oscillatory modes of the controlled VSI system, all these modes are negative except 13 and 14 which are zero. That indicates the system has good dynamic properties under the given operating condition shown in Table 7.1 and the power control parameters which are found by the PSO algorithm and shown in Table 4.2. The negative real pairs (15,16) and (17,18) describe the oscillatory modes of the network line and load, respectively. In the simulation results, the load is considered to be active power for simplicity and set to 4.65 p.u. for the islanding mode, then reduced to 4.55 p.u. to emulate the load change condition. As shown in Figures 4.15 and 4.16, the power controller provides an excellent response of regulating the microgrid voltage and frequency. Thus, the eigenvalue analysis and the simulation results confirm that the proposed controller provides stable and reliable operation based on the PSO algorithm.
Table 7.2: Eigenvalue Analysis Results

<table>
<thead>
<tr>
<th></th>
<th>Islanding mode</th>
<th>Load change</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Real</td>
<td>Imaginary</td>
</tr>
<tr>
<td>1.2</td>
<td>-899.5546087 ± 328.7569687</td>
<td>-899.4335534 ± 328.7635152</td>
</tr>
<tr>
<td>3.4</td>
<td>-40.29167979 ± 314.0002674</td>
<td>-32.67425223 ± 314.0000938</td>
</tr>
<tr>
<td>5.6</td>
<td>-227.8599673 ± 304.2016626</td>
<td>-231.9889082 ± 305.5816123</td>
</tr>
<tr>
<td>7.8</td>
<td>-189.6937473 ± 319.0404344</td>
<td>-184.0032894 ± 317.6541118</td>
</tr>
<tr>
<td>9.10</td>
<td>-45.51999665 ± 308.7666893</td>
<td>-45.51999665 ± 308.7666893</td>
</tr>
<tr>
<td>11,12</td>
<td>-3.34904e-06 ± 2.27168e-05</td>
<td>-3.34904e-06 ± 2.27168e-05</td>
</tr>
<tr>
<td>13,14</td>
<td>0 ± 0</td>
<td>0 ± 0</td>
</tr>
<tr>
<td>15,16</td>
<td>-41.86424517 ± 0</td>
<td>-42.69199105 ± 0</td>
</tr>
<tr>
<td>17,18</td>
<td>-129.0789640 ± 0</td>
<td>-109.6873983 ± 0</td>
</tr>
</tbody>
</table>

7.6.1.2 Sensitivity Analysis

A sensitivity analysis is a method that describes the dependency of the eigenvalues on system and controller parameters. Also, it can be used to identify the acceptable ranges of the control parameters. In this work, this analysis is considered in order to demonstrate the sensitivity to the proposed power controller parameters. Using Equation (7.40), the participation factors can be calculated for measuring the influence of the states on the modes of the proposed power controller. The criterion is that the states who heavily impact the modes have the maximum value in each row. As a result, Table 7.3 shows the dominant modes 15-18 who have noticeable impact on the states variables of the proposed power controller.

Table 7.3: Mode Participation Factors

<table>
<thead>
<tr>
<th>States</th>
<th>15,16</th>
<th>17,18</th>
</tr>
</thead>
<tbody>
<tr>
<td>Islanding</td>
<td>V</td>
<td>1.00</td>
</tr>
<tr>
<td></td>
<td>f</td>
<td>0.02</td>
</tr>
<tr>
<td>Load change</td>
<td>V</td>
<td>0.96</td>
</tr>
<tr>
<td></td>
<td>f</td>
<td>0.00</td>
</tr>
</tbody>
</table>

To confirm that these modes are largely sensitive to the state variables of the power controller, Figure 7.6 shows the trajectory of modes 15,16 as a function of the voltage control gain of the proposed power controller in the islanding mode. As shown in Table 7.3, these modes are largely sensitive to the state variables of the voltage control loop, thus Figure 7.6 confirms that changing $K_{pv}$ in range of -0.9937 to -0.057 moves these modes to the right hand side that indicates low system stability, and the system is being unstable when the polarity of the $K_{pv}$ value is changed. In like manner, while modes 17,18 heavily
impact the state variable of the frequency control loop, the variations of the $K_{pf}$ in the range of 3.01086 to 0.065 displace these modes to the right hand plane as shown in Figure 7.7. Then, the system departs into the instability with the opposite value.

Similarly, during load change, the sensitivity analysis has been investigated for the same control objectives. Figures 7.8 and 7.9 show that changing the gains $K_{pv}$ and $K_{pf}$ also relocate the modes (15,16) and (17,18), respectively to the right hand side, and eventually lead to instability.

![Figure 7.6: Locus of changing $K_{pv}$ at the islanding mode](image)

![Figure 7.7: Locus of changing $K_{pf}$ at the islanding mode](image)
Figure 7.8: Locus of changing $K_{pv}$ during load change

Figure 7.9: Locus of changing $K_{pf}$ during load change
7.6.2 Parallel Inverters Based DG units

For two typical DG units, Table 7.4 shows the parameters that represent the nominal operating condition of the system. Similar to the analysis of an inverter based DG unit, the stability has been investigated based on these parameters and for the following objectives as follows.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>DG unit</td>
<td>50 kW</td>
<td>$C_{dc-input}$</td>
<td>5000 μF</td>
</tr>
<tr>
<td>Frequency</td>
<td>50 Hz</td>
<td>Line resistance</td>
<td>0.5 Ω</td>
</tr>
<tr>
<td>$R_f$</td>
<td>1 Ω</td>
<td>Line inductance</td>
<td>2 mH</td>
</tr>
<tr>
<td>$L_f$</td>
<td>3 mH</td>
<td>$K_{pc}$</td>
<td>12.656</td>
</tr>
<tr>
<td>$C_f$</td>
<td>50 μF</td>
<td>$K_{ic}$</td>
<td>0.00215</td>
</tr>
</tbody>
</table>

7.6.2.1 Eigenvalue Analysis

Table 7.5 shows the results of the eigenvalue analysis of the oscillatory modes. This analysis explains that the model exhibits 18 eigenvalue pairs: 9 pairs for each DG unit. In the islanding mode, while the Vf control mode is adopted by the two typical DG units which results in the same control parameters for each DG unit, the eigenvalue analysis reproduces the eigenvalues 1-18 for the second DG unit (19-36). In contrast, during the load change, different control strategies (Vf and PQ) are used by the DG units, which require non typical power control parameters, so modes 15-18 obtained for the first DG unit are different to modes 33-36 of the second DG unit.

For each DG unit, the eigenvalue analysis results in 6 complex conjugates and 3 real values. The eigenvalues 1-14 represent the seven oscillatory modes of the controlled VSI system of the first DG unit, all these modes are negative except 13 and 14, which are zero. Also, the negative real pairs (15,16) and (17,18) describe the oscillatory modes of the network line and load, respectively. The same sequence can be followed for the second DG unit. The overall results indicate that the system has good dynamic properties under the given operating condition and for the power control parameters which are found by the PSO algorithm.

7.6.2.2 Sensitivity Analysis

Using Equation (7.40), Table 7.6 shows the dominant modes 15-18 and 33-36 who have noticeable impact on the states variables of the proposed power controller. In the islanding mode, Figure 7.10 depicts the trajectory of modes 15,16 as a function of the voltage control
Table 7.5: Eigenvalues Analysis Results

<table>
<thead>
<tr>
<th>Eigenvalues</th>
<th>Islanding mode</th>
<th>Load change</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Real</td>
<td>Imaginary</td>
</tr>
<tr>
<td>1,2</td>
<td>-891.7194 ± 329.0562</td>
<td>-894.0873 ± 328.9669</td>
</tr>
<tr>
<td>3,4</td>
<td>-265.9247 ± 308.2475</td>
<td>-259.0511 ± 308.1169</td>
</tr>
<tr>
<td>5,6</td>
<td>-3.15477 ± 314</td>
<td>-4.91496 ± 314</td>
</tr>
<tr>
<td>7,8</td>
<td>-146.5525 ± 314.6954</td>
<td>-153.3870 ± 314.9153</td>
</tr>
<tr>
<td>9,10</td>
<td>-45.5199 ± 308.7666</td>
<td>-45.5199 ± 308.7666</td>
</tr>
<tr>
<td>11,12</td>
<td>-3.34e-06 ± 2.27e-05</td>
<td>-3.34e-06 ± 2.27e-05</td>
</tr>
<tr>
<td>13,14</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>15,16</td>
<td>-63.7946</td>
<td>0</td>
</tr>
<tr>
<td>17,18</td>
<td>-176.4219</td>
<td>0</td>
</tr>
<tr>
<td>19,20</td>
<td>-891.7194 ± 329.0562</td>
<td>-894.0873 ± 328.9669</td>
</tr>
<tr>
<td>21,22</td>
<td>-265.9247 ± 308.2475</td>
<td>-259.0511 ± 308.1169</td>
</tr>
<tr>
<td>23,24</td>
<td>-3.15477 ± 314</td>
<td>-4.91496 ± 314</td>
</tr>
<tr>
<td>25,26</td>
<td>-146.5525 ± 314.6954</td>
<td>-153.3870 ± 314.9153</td>
</tr>
<tr>
<td>27,28</td>
<td>-45.5199 ± 308.7666</td>
<td>-45.5199 ± 308.7666</td>
</tr>
<tr>
<td>29,30</td>
<td>-3.34e-06 ± 2.27e-05</td>
<td>-3.34e-06 ± 2.27e-05</td>
</tr>
<tr>
<td>31,32</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>33,34</td>
<td>-63.7946</td>
<td>0</td>
</tr>
<tr>
<td>35,36</td>
<td>-176.4219</td>
<td>0</td>
</tr>
</tbody>
</table>

gain of the first DG unit. As shown in Table 7.6, these modes are largely sensitive to the state variables of the voltage control loop. Figure 7.10 shows that changing $K_{pv}$ in range of -1.501 to -0.0243 moves these modes to the right hand side that indicates low system stability, and the system is being unstable when the polarity of the $K_{pv}$ value is changed. In the same way, while modes 17,18 heavily impact the state variables of the frequency control loop, the variations of the $K_{pf}$ in the range of 4.107 to 0.229 displace these modes to the right hand plane as shown in Figure 7.11. Then, the system departs into the instability with the opposite value. For the second DG unit, same results are obtained, but for modes 33,34 and 35,36.

Similarly, during load change, the sensitivity analysis has been investigated for all control objectives. Figures 7.12, 7.13, 7.14, and 7.15 show that changing gains of the voltage, frequency, active and reactive power also relocate the modes (15,16), (17,18), (33,34), and (35,36) to the right hand side, and eventually lead to instability.

In conclusion, this analysis reveals the good system performance under the proposed control strategy. Also, appropriate ranges of the control parameters can be selected and prepared for the optimisation technique in order to ensure adequate stability margin for the system.
Table 7.6: Mode Participation Factors

<table>
<thead>
<tr>
<th>States</th>
<th>Eigenvalues</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>15,16</td>
</tr>
<tr>
<td>Islanding</td>
<td></td>
</tr>
<tr>
<td>$V_1$</td>
<td>1.00</td>
</tr>
<tr>
<td>$f_1$</td>
<td>0.001</td>
</tr>
<tr>
<td>$V_2$</td>
<td>0.00</td>
</tr>
<tr>
<td>$f_2$</td>
<td>0.00</td>
</tr>
<tr>
<td>Load change</td>
<td></td>
</tr>
<tr>
<td>$V_1$</td>
<td>0.94</td>
</tr>
<tr>
<td>$f_1$</td>
<td>0.005</td>
</tr>
<tr>
<td>$P_2$</td>
<td>0.00</td>
</tr>
<tr>
<td>$Q_2$</td>
<td>0.00</td>
</tr>
</tbody>
</table>

Figure 7.10: Locus of changing $K_{pv}$ at the islanding mode

Figure 7.11: Locus of changing $K_{pf}$ at the islanding mode
Figure 7.12: Locus of changing $K_{pv}$ during load change

Figure 7.13: Locus of changing $K_{pf}$ during load change
Figure 7.14: Locus of changing $K_{pp}$ during load change

Figure 7.15: Locus of changing $K_{pq}$ during load change
7.7 Conclusions

In this chapter, the small-signal state-space model has been developed for an autonomous microgrid operation mode. This model is used to examine the system stability by using the eigenvalue analysis in order to evaluate the system operation around the given operating point and under the proposed power controller. The modelling approach is developed in form that enables testing the stability for a number of the connected DG units in such a system. Therefore, the stability analysis of the microgrid operation that is proposed in Chapters 4 and 6 has been investigated for the cases of whether the microgrid is islanded or under load change condition. In this work, the system dynamic model is constructed based on the three main sub-models, namely: inverter, network, and load. The eigenvalue analysis is driven by the linearised system state matrix in order to investigate the system oscillatory modes and the sensitivity to the control parameters. The results of the eigenvalue analysis prove that the system offers reliable operation, and the sensitivity analysis confirms the validity of the proposed controller, which can be helpful to define the boundaries of the search process for the PSO algorithm.
Chapter 8

CONCLUSIONS

This thesis has investigated an optimal power control strategy for microgrids that relies on the PSO algorithm. The aim of this work is to maintain power quality when meeting the load for both microgrid operation modes: grid-connected and islanding. The following sections present the general conclusions and the scope for the future research.

8.1 General Conclusions

Based on the work described in the preceding chapters, the general conclusions of this thesis can be summarised in five main points.

- The PSO algorithm was implemented to solve the optimisation problem arising from the need to find optimum parameters for the proposed power controller. This algorithm is programmed to process the optimisation challenges based on the error in a real-time condition. It is also performed for each control objective individually. The performance of this algorithm provided precise results, and this approach should be adaptable to optimisation problems in many engineering applications.

- Control of the system voltage and frequency is achieved with an inverter based DG unit in an autonomous microgrid operation mode. This is done by proposing a voltage-frequency power controller based on a PSO algorithm that is used for real-time self-tuning. The fast dynamic response and an acceptable level of harmonic distortion are also obtained as two fundamental performance parameters of the system. The main goal was to improve the quality of the power supply that would otherwise be prone to sudden changes such as the transition from the grid-connected to the islanding operation mode or a load change. These changes can cause a voltage drop, severe deviation of the frequency, and long transient period. Therefore, it is
necessary to supply reliable power to maintain the system, in the face of such threats, to avoid the negative impacts for the end user, in particular for sensitive loads.

- The flow of the active and reactive power is regulated in grid-connected microgrid operation mode. This objective is achieved by proposing an active-reactive power controller based on the PSO algorithm that is employed for a real-time self-tuning. The load demand is equally shared between the microgrid and utility, in particular when the microgrid started in grid-connected operation mode or during a load change. Therefore, the Peak Shaving for the load demand is satisfactorily performed by reducing the imported power from the utility to the half. Consequently, this strategy can provide significant implications for the microgrid scenario, namely: decreasing the dependency on the bulk power system, increasing the market penetration of micro-sources, and reducing electric power costs.

- The regulation of the system voltage and frequency, associated with an appropriate power sharing mechanism between the DG units, was investigated for an autonomous microgrid. In other words, the voltage-frequency control mode was used for maintaining the system voltage and frequency within acceptable limits, whether the microgrid started in islanding operation mode or during a load change. The active-reactive power control mode is adopted only during the load change to keep injecting sustained output power from the connected DG units, except for one DG unit that stayed in voltage-frequency mode to control the system voltage and frequency. The main advantages of this strategy were to; supply reliable power to the load, ensure best utilisation of the connected DG units by exploiting their output power maximally, and properly distribute the abundant load demand among the DG units.

- The stability analysis was investigated for an autonomous microgrid. The small-signal state-space model for the parallel inverters was developed to represent the overall model for the microgrid. This model was constructed in form that allows examination of the stability of the microgrid which itself includes any number of connected DG units. The results show that the system is stable under the proposed power controller and the given operating point. The validity of the proposed power controller was also proved when the sensitivity to the control parameters were considered. The main benefit of developing the small-signal dynamic model was to verify the reliability of the system’s operation. This analysis was very useful for measur-
ing the dependency, of the system’s stability, on its state variables. Therefore, the sensitivity analysis provided a significant advantage, in being helpful for defining the boundaries of the search process for the PSO algorithm.

8.2 Future Work

The aforementioned conclusions led to several proposals for future research. These can be summarised in three main points.

- This thesis has successfully presented a modelling approach for the microgrid and an optimal power controller that used a PSO algorithm for solving the optimisation problems. The overall simulation results satisfied the aims of this work. This success should justify a scaling up of the simulation to a laboratory-based pilot microgrid incorporating the proposed power controller. The advantage of this setup is that it provides more validation of this research, and also creates a hardware prototype that can be used in practical applications.

- Sharing power between the microgrid and utility has been organised in grid-connected mode for the Peak Shaving facility. The proposed power control strategy provided equal load sharing whether the microgrid started in a utility mode or during a load change. This outcome justifies the development of a central energy management unit that can help share the load among the DG units for an economic power dispatch. In particular, this unit could be developed to share the load based on the analysis of the load demand, the availability of the power supply, and the time response.

- The PSO algorithm has been implemented for real-time self-tuning of the proposed power controller. This algorithm offered appropriate performance for finding the optimal control parameters required to reach the control objectives. The search process boundary was the main limitation and necessitated a sensitivity analysis through the linearised small-signal dynamic model. However, another automatic method could be developed based on the model’s information to address this limitation. This approach could be interfaced with the applied PSO algorithm to provide online estimation for the search process boundaries.
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Appendix A

PARK AND CLARKE TRANSFORMATIONS

Park and Clarke transformations are mathematical transformations that use space vectors to simplify the three-phase quantities in electrical engineering. These can be employed in forward and inverse conversions as follows.

A.1 Forward and Inverse Park Transformation

The forward Park transformation converts a three-phase system \((a, b, c)\) to a two-phase coordinate system \((d, q)\). Figure A.1 shows the vector diagram of the space vector and projection of the space vector to the quadrature-phase components \((d, q)\). The quadrature-phase vectors \(v_d\) and \(v_q\) are related to the actual three-phase vectors as follows.

\[
v_d = \frac{2}{3} \left[ v_a \cdot \sin(\theta) + v_b \cdot \sin(\theta - \frac{2\pi}{3}) + v_c \cdot \sin(\theta + \frac{2\pi}{3}) \right] \quad (A.1)
\]

\[
v_q = \frac{2}{3} \left[ v_a \cdot \cos(\theta) + v_b \cdot \cos(\theta - \frac{2\pi}{3}) + v_c \cdot \cos(\theta + \frac{2\pi}{3}) \right] \quad (A.2)
\]
The inverse Park transformation converts the two-phase \((d, q)\) to the \((a, b, c)\) system.

\[
v_a = [v_d \sin(\theta) + v_q \cos(\theta) + v_0]
\]

\[
v_b = \left[ v_d \sin(\theta - \frac{2\pi}{3}) + v_q \cos(\theta - \frac{2\pi}{3}) + v_0 \right]
\]

\[
v_c = \left[ v_d \sin(\theta + \frac{2\pi}{3}) + v_q \cos(\theta + \frac{2\pi}{3}) + v_0 \right]
\]

### A.2 Forward and Inverse Clarke Transformation

The forward Clarke transformation converts a three-phase system \((a, b, c)\) to a two-phase coordinate system \((\alpha, \beta)\). Figure A.2 shows the vector diagram of the space vector and projection of the space vector to the quadrature-phase components \((\alpha, \beta)\). Assuming that the \(a\) – \(axis\) and the \(\alpha\) – \(axis\) are in the same direction, the quadrature-phase vectors \(v_\alpha\) and \(v_\beta\) are related to the actual three-phase vectors as follows.

![Figure A.2: Clarke Transformation](image-url)
\[ v_\beta = \frac{1}{\sqrt{3}} v_a + \frac{2}{\sqrt{3}} v_b \]  

(A.8)

The inverse Clarke transformation converts the two-phase \((\alpha, \beta)\) to the \((a, b, c)\) system.

\[ v_a = v_\alpha \]  

(A.9)

\[ v_b = -\frac{1}{2} v_\alpha + \frac{\sqrt{3}}{2} v_\beta \]  

(A.10)

\[ v_c = -\frac{1}{2} v_\alpha - \frac{\sqrt{3}}{2} v_\beta \]  

(A.11)
Appendix B

SPACE VECTOR PWM

The Space Vector PWM (SVPWM) is one of the modern modulation techniques. While a classical sinusoidal modulation determines the phase duty cycle signal in form of the inner circle, the SVPWM technique extends this circle to the hexagon shape by injecting the signal third harmonic. Figure B.1 shows the eight voltage vectors ($V_0$ to $V_7$) which are used as switching patterns for the three-phase inverter. Also, Table B.1 summarises the output phase and line to line voltages of the three-phase inverter, which are yielded by the eight combinations of these patterns.

![Voltage Vectors Diagram]

Figure B.1: The inverter voltage vectors
Table B.1: The Output Voltages of Three-Phase Inverter

<table>
<thead>
<tr>
<th>Voltage vectors</th>
<th>Switching vectors</th>
<th>Line-neutral voltage</th>
<th>Line-line voltage</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>a</td>
<td>b</td>
<td>c</td>
</tr>
<tr>
<td>$V_0$</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>$V_1$</td>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>$V_2$</td>
<td>1</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>$V_3$</td>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>$V_4$</td>
<td>0</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>$V_5$</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>$V_6$</td>
<td>1</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>$V_7$</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
</tbody>
</table>

The principle of the SVPWM can be summarised as follows:

- Treats the sinusoidal voltage as a constant amplitude vector rotating at constant frequency.

- This PWM technique approximates the reference voltage $V_{ref}$ by a combination of the eight switching patterns ($V_0$ to $V_7$).

- Coordinate Transformation ($abc$ reference frame to the stationary $d-q$ frame): a three-phase voltage vector is transformed into a vector in the stationary $d-q$ coordinate frame which represents the spatial vector sum of the three-phase voltage.

- The vectors ($V_1$ to $V_6$) divide the plane into six sectors (each sector: 60 degrees).

- $V_{ref}$ is generated by two adjacent non-zero vectors and two zero vectors.

The basic switching vectors and sectors shown in Figure B.2 are divided into two main phases. First, six active vectors ($V_1$ to $V_6$) located on the axis of the hexagon. The DC link voltage can be supplied to the load within these vectors which split the hexagon to the six sectors (1 to 6), each one with 60 degrees. Second, two zero vectors ($V_0$, $V_7$) placed at the origin of the hexagon and no voltage can be supplied to the load within these vectors.
The SVPWM technique can provide high performance operation compared to the sine PWM. Based on Figure B.3, the main aspects of the SVPWM operation can be summarised as follows.

- SVPWM generates less harmonic distortion in the output voltage or currents in comparison with sine PWM.
- SVPWM provides more efficient use of supply voltage in comparison with sine PWM.
- Sine PWM: Locus of the reference vector is the inside of a circle with radius of $1/2 V_{dc}$.
- SVPWM: Locus of the reference vector is the inside of a circle with radius of $1/\sqrt{3} V_{dc}$.
- Voltage Utilization: Space Vector PWM = $2/\sqrt{3}$ times of Sine PWM.