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Abstract—This paper presents an optimal power control strategy for an autonomous microgrid operation based on a real-time self-tuning method. The purpose of this work is to improve the quality of power supply where Distributed Generation (DG) units are connected to the grid. Dynamic response and harmonics distortion are the two main performance parameters which are considered in this work, particularly when the microgrid is islanded. The controller scheme is composed of an inner current control loop and an outer power control loop based on a synchronous reference frame and the conventional PI regulators. Particle Swarm Optimization (PSO) is an intelligent searching algorithm that is applied for real-time self-tuning of the system. The results show that the proposed controller provides an excellent dynamic response with acceptable harmonics level.

Index Terms—Microgrid, power controller, current controller, Particle Swarm Optimization (PSO).

I. INTRODUCTION

The microgrid is a cluster of DG units that interface with electrical distribution network using power electronic devices such as Voltage Sourced Inverter (VSI). Recently, this scenario represents a complementary infrastructure to the utility grid due to the rapid increase of the load demand. The microgrid can operate in two modes; grid-connected mode and islanding mode. Moreover, the high penetration of the micro-sources such as wind, photovoltaic, hydro, and fuel cell emerge as an alternative which provides green energy and flexible extension to the utility grid [1]. However, these sources are usually interconnected by widely used Pulse-Width-Modulation (PWM)-VSI systems which have nonlinear voltage-current characteristics of semiconductor components, and produce high switching frequency, both of which affect the quality of the power supply [2].

Fig. 1 shows an example of a microgrid system. In such system, a robust control strategy is required to achieve high performance operation and meet power quality requirements by which DG units are connected to the grid. Therefore, the current control strategy of the PWM-VSI system is one of the most important aspects of the modern power electronics converters. There are two main categories for current controllers: nonlinear controllers based on closed loop current type PWM and linear controllers based on open loop voltage type PWM, and both are applied using the inner current feedback loop [3].

In the nonlinear controller, hysteresis current control (HCC) is commonly used for 3-phase grid-connected VSI system. The HCC compensates the current error and generates PWM signals with acceptable dynamic response. While the current is controlled independently with a control delay, zero voltage vectors cannot be generated thus resulting in a large current ripple with high total harmonic distortion (THD) [4]. However, linear current controller based space vector PWM (SVPWM) is an adequate controller which compensates the current error either by proportional-integral (PI) regulator or predictive control algorithm while the compensation and PWM generation can be done separately. This controller yields excellent steady-state response, low current ripple, and a high-quality sinusoidal waveform [5]. An outer power control loop is usually integrated with the current control loop to release the reference voltage signals to the PWM module. In a synthetic control scheme, the power control strategy plays a key role to satisfy the power quality requirements. The DG unit can adopt one of the two typical power control strategies; active-reactive power control strategy in grid-connected mode, and voltage-frequency control strategy in islanding mode. In this case, the DG unit is expected to supply maximum power and maintain system stability [6].

The theoretical foundation of the power control strategy based on inner current loop is illustrated in [7]; the controller is implemented with the aim of ensuring the dynamic stability of the system and providing all the information needed for analysis and design. In [8] and [9], the power control strategy was applied for a microgrid system to analyse and compare the two power control strategies. The dynamic performance and load sharing were considered, the controller was described in detail, but the process lacked automatic tuning of the control parameters during abrupt changes.
In this paper, a power controller based real-time optimization is proposed for an autonomous microgrid. This controller is interfaced with the current control loop based on a synchronous reference frame. The conventional PI regulators are utilized in this work, and feed-forward compensation is applied to the inner control loop to achieve a high dynamic response. The DG unit adopts voltage-frequency (Vf) power control strategy when the microgrid is islanded. Particle Swarm Optimization (PSO) algorithm is used for real-time self-tuning parameters, with Integral Time Absolute Error (ITAE) as an objective function that calculates Simpson’s 1/3 rule. The aim of this work is to improve the power supply by achieving low harmonics distortion and fast dynamic response.

II. SYSTEM DESCRIPTION

A. Three-Phase Grid-Connected VSI Model

A typical model of a three-phase grid-connected VSI with an LC filter is depicted in Fig. 2, where \( R_s \) and \( L_s \) represent the equivalent lumped resistance and inductance of the filter, the coupling transformer if applicable, and the grid as detected by the inverter. \( C \) is the filter capacitance and \( V_g \) is the grid voltage.

\[
\begin{align*}
\frac{d}{dt} \begin{bmatrix} i_a \\ i_b \\ i_c \end{bmatrix} &= \frac{R_s}{L_s} \begin{bmatrix} i_a \\ i_b \\ i_c \end{bmatrix} + \frac{1}{L_s} \left( \begin{bmatrix} V_{sa} \\ V_{sb} \\ V_{sc} \end{bmatrix} - \begin{bmatrix} V_a \\ V_b \\ V_c \end{bmatrix} \right) \\
\end{align*}
\]

(1)

Using Park’s transformation, equation (1) can be expressed in the dq reference frame as:

\[
\begin{align*}
\frac{d}{dt} \begin{bmatrix} i_d \\ i_q \end{bmatrix} &= \begin{bmatrix} -\frac{R_s}{L_s} & \omega \\ -\omega & -\frac{R_s}{L_s} \end{bmatrix} \begin{bmatrix} i_d \\ i_q \end{bmatrix} \\
&+ \frac{1}{L_s} \left( \begin{bmatrix} V_{sd} \\ V_{sq} \end{bmatrix} - \begin{bmatrix} V_d \\ V_q \end{bmatrix} \right) \\
\end{align*}
\]

(2)

where \( \omega \) is the coordinate angular frequency, and the Park’s transformation can be defined as:

\[
i_{dq0} = Ti_{abc}
\]

(3)

where;

\[
i_{dq0} = \begin{bmatrix} i_d \\ i_q \end{bmatrix}, \quad i_{abc} = \begin{bmatrix} i_a \\ i_b \\ i_c \end{bmatrix}
\]

(4)

\[
T = \frac{2}{3} \begin{bmatrix} \cos \theta & \cos(\theta - \frac{2\pi}{3}) & \cos(\theta + \frac{2\pi}{3}) \\ -\sin \theta & -\sin(\theta - \frac{2\pi}{3}) & -\sin(\theta + \frac{2\pi}{3}) \end{bmatrix}
\]

(5)

\( \theta = \omega_s t + \theta_o \) is the synchronous rotating angle, the subscript \( \theta_o \) represents the initial value.

B. Control System Configuration

The proposed power controller based PSO algorithm is presented in Fig. 3. This controller should respond to the sudden changes such as starting the islanding operation mode or load change. In this work, the DG unit adopts the Vf power control strategy when the microgrid is islanded. The system voltage and frequency are regulated by two PI regulators which operate based on the selected optimal parameters by PSO algorithm to produce the reference current vectors \( i_d^* \) and \( i_q^* \).

Fig. 3 shows the block diagram of the current control loop which is designed based on a synchronous reference frame. This controller is usually used to form the applied voltage on the inductive \( R - L \) impedance, so an impulse current in the inductor has a minimum current error. The Phase-Locked-Loop (PLL) block is required to detect the voltage phase angle in order implement Park’s transformation in the control scheme. Two PI regulators are used to eliminate current error. Consequently, the output signals of the controller represent the reference voltage signals in the dq frame, followed by the inverse Park’s transformation to generate six pulses by SVPWM in order to fire the Insulated-gate Bipolar Transistor (IGBT) inverter.

Fig. 4 shows the block diagram of the current control loop which is designed based on a synchronous reference frame. This controller is usually used to form the applied voltage on the inductive \( R - L \) impedance, so an impulse current in the inductor has a minimum current error. The Phase-Locked-Loop (PLL) block is required to detect the voltage phase angle in order implement Park’s transformation in the control scheme. Two PI regulators are used to eliminate current error. Consequently, the output signals of the controller represent the reference voltage signals in the dq frame, followed by the inverse Park’s transformation to generate six pulses by SVPWM in order to fire the Insulated-gate Bipolar Transistor (IGBT) inverter.
In the synchronous $dq$ frame, based on (2), the reference voltage signals can be expressed:
\[
\begin{bmatrix}
V^*_d \\
V^*_q
\end{bmatrix} = \begin{bmatrix}
-K_p & -\omega L_s \\
\omega L_s & -K_p
\end{bmatrix} \begin{bmatrix}
i_d \\
i_q
\end{bmatrix} + \begin{bmatrix}
K_p & 0 \\
0 & K_p
\end{bmatrix} \begin{bmatrix}
i^*_d \\
i^*_q
\end{bmatrix} + \begin{bmatrix}
K_i & 0 \\
0 & K_i
\end{bmatrix} \begin{bmatrix}
X_d \\
X_q
\end{bmatrix} + \begin{bmatrix}
V^*_{sd} \\
V^*_{sq}
\end{bmatrix} \tag{6}
\]
where the superscript "*" denotes the reference values,
\[
dX_d/dt = i^*_d - i_d,
\]
and
\[
dX_q/dt = i^*_q - i_q.
\]

C. Particle Swarm Optimization (PSO) Algorithm

The Particle Swarm Optimization (PSO) algorithm was proposed by Kennedy and Eberhart in 1995 [11]. It can be defined as an Evolutionary Computation (EC) technique that simulates the social behavior of the swarm in nature such as schools of fish or flocks of birds where they find food together in a specific area. In other words, PSO is an iterative algorithm that searches the space to determine the optimal solution for an objective function (fitness function). The PSO algorithm evaluates itself based on the movement of each particle as well as the swarm collaboration. Each particle starts to move randomly based on its own best knowledge and the swarm’s experience. It is also attracted toward the location of the current global best position $X_{gbest}$ and its own best position $X_{pbest}$ [12]. The basic rules of the PSO algorithm can be explained in three main stages:

1) Evaluating the fitness value of each particle.
2) Updating local and global best fitness and positions.
3) Updating the velocity and the position of each particle.

Mathematically, the search process can be expressed by simple equations using the position vector $X_i = [x_{i1}, x_{i2}, ..., x_{in}]$ and the velocity vector $V_i = [v_{i1}, v_{i2}, ..., v_{in}]$ in the specific dimensional search space. In addition, the optimality of the solution in the PSO algorithm depends on each particle position and velocity update using the following equations [13]:

\[
V^{k+1}_i = wV^k_{i} + c_1 r_1 [X^k_{pbest} - X^k_i] + c_2 r_2 [X^k_{gbest} - X^k_i] \tag{7}
\]
\[
X^{k+1}_i = X^k_i + V^{k+1}_i \tag{8}
\]
where $i$ is the index of the particle; $V_i^k$, $X_i^k$ are the velocity and position of particle $i$ at iteration $k$, respectively; $w$ is the inertia constant and is often in the range [0 1]; $c_1$ and $c_2$ are coefficients which are usually between [0 2]; $r_1$ and $r_2$ are random values which are generated for each velocity update; $X_{gbest}$ and $X_{pbest}$ are the global best position that is achieved so far, based on the swarm’s experience, and local best position of each particle that is achieved so far, based on its own best position, respectively.

A confined search space is the main limitation of the PSO algorithm. Limited search space provides a fast solution, but it influences the optimality of the solution if the global optimum value is located outside the boundaries. However, extended boundaries allow finding global optimum results, but need more time to determine the global optimal value in the search space. Therefore, more information about the limits of the parameters will help to determine the search boundaries. Fig. 5 shows the flowchart of the applied PSO algorithm.

D. Objective Function

The objective function is a particular criterion that is used to evaluate the particle’s positions. In this paper, the controller’s fitness function is based on $ITAE$ which is calculated using
TABLE I

<table>
<thead>
<tr>
<th>PSO parameters description</th>
<th>$K_{pf}$</th>
<th>$K_{if}$</th>
<th>$K_{pv}$</th>
<th>$K_{iv}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Acceptable violation (p.u.)</td>
<td>±0.01</td>
<td>±0.1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Initial velocity ($V$)</td>
<td>0</td>
<td>0</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Initial fitness value (best so far)</td>
<td>800</td>
<td>800</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Inertia constant ($u$)</td>
<td>0.05</td>
<td>0.5</td>
<td>0.05</td>
<td>0.5</td>
</tr>
<tr>
<td>Cognitive coefficients ($c_1$ &amp; $c_2$)</td>
<td>0.09</td>
<td>0.1</td>
<td>0.09</td>
<td>0.1</td>
</tr>
</tbody>
</table>

Fig. 6. Fitness values of the frequency control objective

Simpson’s 1/3 rule. The mathematical expression of the ITAE performance index is defined by the following expression [14]:

\[
\text{ITAE} = \int_0^\infty t|e(t)|dt
\]

where $t$ is the time and $e(t)$ is the difference between the reference set point and the controlled signal.

E. Termination Criteria

In general, the termination criteria of a PSO algorithm can be either when the algorithm completes the maximum number of iterations or achieves an acceptable fitness value. In this work, the minimization of the objective function is considered with the maximum number of iterations to find optimum power control parameters. The number of particles and iterations are set to 50, and the rest of the PSO algorithm parameters are listed in Table I. Thereby, the final optimal power control parameters are as follows:

\[
K_{pf} = 3.0108590, K_{if} = 0.0003778
\]

\[
K_{pv} = -0.9936928, K_{iv} = 0.0033777
\]

The performance of the PSO search process is shown in Fig. 6 and 7. It can be seen that the error decreases rapidly with the number of iterations and the solution is steady towards the end. Fig. 8, 9, 10, and 11 depict the movement behavior of the particles. The results show that the particles finish their movement above the best positions.

III. Simulation Results

The model of a three-phase grid-connected VSI system and the proposed controller as shown in Fig. 2 are simulated using
The model parameters are defined as follows: $I_s = 5 \text{ mH}$, $R_s = 1.4 \Omega$, $f = 50 \text{ Hz}$, filter capacitance $C = 1500 \mu\text{F}$, and the input capacitor of the dc side is $5000 \mu\text{F}$. The output power of the DG unit is $50 \text{ kW}$. For the SVPWM-based current controller, switching and sampling frequency are fixed at $10 \text{ kHz}$ and $500 \text{ kHz}$, respectively. All simulation results are in a p.u. system.

The simulation starts in grid-connected mode. Then, the system is islanded at 0.6 sec. Fig. 12 shows that the proposed controller achieves high-quality sinusoidal waveforms and maintains a steady-state response. The dynamic response of the inverter output current when the system is islanded is shown in Fig. 13. Clearly, the controller provides an excellent dynamic response.

Fig. 14 shows the spectrum of the line current. The results prove that the proposed control strategy compensates current harmonic distortion effectively. The total harmonic distortion (THD) is $0.98\%$ which is well below the $5\%$ THD allowed in the IEEE Std 1547-2003 [15].

IV. CONCLUSION

In this paper, an optimal power control strategy has been proposed for an autonomous microgrid operation. The control strategy utilizes two control loops; the inner current control loop, and the outer power control loop. A PSO algorithm is incorporated in the (Vf) power control strategy in order to implement real-time self-tuning, especially when the microgrid is islanded from the grid. The simulation results show that the proposed controller offers fast dynamic response and achieves a satisfactory level of harmonics distortion.
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